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[11 In this paper we examine the response of the ionospheric cross-polar cap potential to
steady, purely northward interplanetary magnetic field (IMF) using the Lyon-Fedder-
Mobarry global magnetohydrodynamic simulation of the Earth’s magnetosphere. The
simulation produces the typical, high-latitude “reversed cell” convection that is associated
with northward IMF, along with a two cell convection pattern at lower latitude that we
interpret as being driven by the viscous interaction. The behavior of the potential can be
divided into two basic regions: the viscous dominated region and the reconnection
dominated region. The viscous dominated region is characterized by decreasing viscous
potential with increasing northward IMF. The reconnection dominated region may be
further subdivided into a linear region, where reconnection potential increases with
increasing magnitude of northward IMF, and the saturation region, where the value of the
reconnection potential is relatively insensitive to the magnitude of the northward IMF.
The saturation of the cross-polar cap potential for northward IMF has recently been
documented using observations and is here established as a feature of a global MHD
simulation as well. The region at which the response of the potential transitions from the
linear region to the saturation region is also the region in parameter space at which the
magnetosheath transitions from being dominated by the plasma pressure to being
dominated by the magnetic energy density. This result is supportive of the recent
magnetosheath force balance model for the modulation of the reconnection potential.
Within that framework, and including our current understanding of the viscous potential,
we present a conceptual model for understanding the full variation of the polar cap
potential for northward IMF, including the simulated dependencies of the potential on solar

wind speed and ionospheric conductivity.
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1. Introduction

[2] The circulation of plasma and magnetic field lines
within the magnetosphere due to the influence of electro-
magnetic and/or mechanical force is called plasma convection.
Plasma convection in the magnetosphere is mainly due to
magnetic merging [Dungey, 1961] and viscous interaction
[Axford and Hines, 1961]. Merging is generally considered
to be the dominant mechanism for producing the circulation
of magnetospheric plasma driven by solar wind stress, thus
transferring energy and momentum from the solar wind into
the geospace system.

[3] The viscous interaction is due to the velocity shear that
exists between the magnetosheath and magnetospheric

"Department of Physics, University of Texas at Arlington, Arlington,
Texas, USA.

Department of Physics and Astronomy, Dartmouth College, Hanover,
New Hampshire, USA.

*High Altitude Observatory, National Center for Atmospheric Research,
Boulder, Colorado, USA.

Copyright 2012 by the American Geophysical Union.
0148-0227/12/2011JA017143

A04219

plasma lying inside the magnetopause. This velocity shear
drives Kelvin-Helmholtz waves [e.g., Otto and Fuairfield,
2000; Claudepierre et al., 2008] that cause plasma at the
vicinity of magnetopause to move antisunward, which is in
turn balanced by a return flow occurring closer to Earth,
forming a convection cell pattern. This viscous cell maps
down to the ionosphere producing antisunward flow at high
latitude and a return sunward flow at lower latitudes. This
flow means that there must be a self-consistent electric field
in the frame of reference fixed to the (nonrotating) Earth,
and an associated electric potential across the ionosphere
[e.g., Vasylianas, 2001], which we refer to as the viscous
potential (VP). The orientation of convection cells produced
due to viscous interaction is independent of interplanetary
magnetic field (IMF) orientation.

[4] Magnetic merging between the geomagnetic field and
the IMF also produces convection cells called the recon-
nection convection cells but the orientation of the recon-
nection cell varies with the orientation of the IMF. When the
IMF is purely southward, the magnetic reconnection occurs
along the dayside equatorial region, which is followed by the
draping of reconnected field lines to the nightside because of
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Figure 1. A schematic of the two cell and four cell convection patterns for (a) southward and (b) north-
ward interplanetary magnetic field (IMF), respectively.

magnetosheath flow. These draped field lines reach the tail
lobes where merging of the north and south magnetic tail
lobe occur along the nightside equatorial region [Dungey,
1961]. The magnetic flux stored in the tail because of the
nightside reconnection for southward IMF is typically
released in the form of a substorm [e.g., Baker et al., 1996].
The phenomenology of substorms has been extensively
examined using both observations [e.g., Baker et al., 1993;
Lopez et al., 1994] and simulations [e.g., Lyon et al., 1998].
Substorms are reasonably well understood on the global
scale, though there are many details about substorm initia-
tion and evolution that are still controversial [Angelopoulos
et al., 2008, 2009; Lui, 2009]. If the IMF remains strongly
southward for extended periods of time magnetic storms
occur [e.g., Gonzalez et al., 1994] and the continuous
Dungey cycle of flux circulation leads to the intensification
of the ring current [e.g., Lopez et al., 2009], while weaker
steady driving may produce a steady magnetospheric con-
vection event [e.g., DeJong et al., 2007].

[5s] For purely southward IMF, the dynamos creating the
viscous and reconnection cells are oriented in the same
direction, producing a two cell convection pattern [Hill,
1994] as illustrated in Figure 1, with the viscous compo-
nent of the convection cells located entirely on closed field
lines. The two cell convection pattern for southward IMF
has been illustrated by Ruohoniemi and Greenwald [1996]
using HF radar observations. This two cell convection
pattern is associated with the large-scale Region 1 Birkeland
current system that is directed into the ionosphere on the
dawn side and out of the ionosphere on the dusk side [e.g.,
lijima and Potemra, 1976]. The magnetic shear comprising
the Region 1 Birkeland current system represents the trans-
mission of the solar wind stresses into the ionosphere via the
merging and viscous interaction mechanisms. The lower-
latitude Region 2 current is driven by the pressure gradients
in the inner magnetosphere [e.g., Wolf, 1995].

[6] In the case when IMF is northward, magnetic recon-
nection occurs poleward of the cusp region, as illustrated in
Figure 2. Hill [1994] reviewed different theoretical models
of polar cap convection for the case of northward IMF.
Watanabe and Sofko [2009] proposed that the basic mag-
netic flux circulation cycle for the northward IMF with finite

B, consists of IMF-lobe reconnection in one hemisphere and
a lobe-closed field line reconnection in the other. However,
for the northward IMF, the stress that is delivered to the
ionosphere is oppositely directed to that produced by the
southward IMF. Thus magnetic reconnection for northward
IMF produces reconnection cells with a sunward flow at
higher latitude followed by an antisunward flow at lower
latitude. These cells are called the reverse convection cells.
Sundberg et al [2009a] investigated the reconnection
potential in reverse convection portion of the four cell
convection patterns using DMSP observations, while the
potential in the boundary layer (the viscous potential) in the
lower-latitude cells for the northward IMF was examined by
Sundberg et al. [2009b].

[7] The viscous and reverse convection cells together form
a four cell convection pattern [e.g., Burke et al., 1979;
Crooker, 1992; Cumnock et al., 1995] for the northward
IMF (see Figure 1b). The existence of the four cell convec-
tion pattern for the northward IMF was also examined by
Huang et al. [2000] using SuperDARN data. Along with
Region 1 and Region 2 current systems, an additional
current system called the NBZ current system appears in
the geospace system for the northward IMF [lijima and
Potemra, 1976]. The NBZ current is located poleward of
the Region 1 current, occurs on open field lines, and has a
Region 2 polarity [lijima and Shibaji, 1987]. Although we
have a rough sketch of different current systems and the
convection cells created when the IMF is northward, the
dynamics of the convection pattern in the case of northward
IMF is still less understood compared to southward IMF
[Watanabe and Sofko, 2009].

[8] The interaction between the IMF and geomagnetic
field causes mass, momentum and energy to be transferred
from the solar wind to the Earth’s magnetosphere-ionosphere
system. A key measure of the coupling is the measurement
of the magnitude of cross-polar cap potential (CPCP). The
CPCP is a measure of the difference between the highest
and lowest value of potential in the polar cap region. When
the IMF is purely southward, analysis of the simulation
results show that the CPCP is the sum of viscous potential
and reconnection potential [Lopez et al., 2010, 2012; Bruntz
et al., 2012]. Hence measuring the CPCP is a method of
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Figure 2. Visualization of the Lyon-Fedder-Mobarry (LFM) simulation results in the X-Z plane showing
the high-latitude reconnection topology during purely northward IMF (10 nT). The Sun is on the right side
of the picture. Solar wind field lines, reconnected field lines, and closed field lines are drawn in black,
white, and red color, respectively, and the plasma density is color coded.

measuring the total amount of coupling between the solar
wind and the magnetosphere when the IMF is southward.
[9] In the case of northward IMF, the plasma convection
patterns in the viscous and reconnection cells are oppositely
oriented. Hence, the measurement of the CPCP (the
maximum potential minus the minimum potential) is not a
measure of the total magnetosphere-ionosphere coupling
and it is not just the sum of the viscous and merging

(a) Viscous Dominated

Dusk

potentials. Instead it is a generally a measure of either the
viscous potential or the reconnection potential, as illustrated
in Figure 3. When the viscous potential is larger, the CPCP
will be a measure of viscous interaction, but when the
merging potential is larger, the CPCP will be a measure of
merging interaction. And in some cases, if there is a sig-
nificant asymmetry between the dawn and dusk values of
the potential (due, for example, to an east-west component
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Figure 3. A schematic of the variation of the potential across the ionosphere from dawn to dusk during
northward IMF. Since the cross-polar cap potential (CPCP) is defined as the maximum potential minus the
minimum potential, this value can correspond either to the viscous potential (at the low-latitude edge of
the potential pattern) or the merging potential (at the high-latitude center of the potential pattern), depend-

ing on which one is greater.
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of the IMF), the CPCP could in fact represent the difference
between the max (or min) of the viscous potential and the
min (or max) of the merging potential. Hence it would not
be a good measure of magnetospheric convection or any
other particular process that produces convection. However,
in the simulation results presented below we use purely
northward IMF with steady solar wind to drive the simula-
tion, thus avoiding this issue.

[10] Since typically reconnection is the dominant solar
wind—magnetosphere coupling processes, the CPCP gener-
ally responds to the IMF magnitude and orientation, as well
as to ionospheric conductivity. In particular, for southward
IMF, the CPCP increases with increasing magnitude of B..
However, this increase does not continue for large IMF
magnitudes; at some point the CPCP become insensitive to
further increase in the IMF magnitude. The CPCP is satu-
rated when it stops responding to an increasing magnitude of
southward B,. The saturation of the CPCP has been reported
by many different authors for strongly southward IMF using
different approaches, for example, assimilated mapping of
ionospheric electrodynamics (AMIE) reconstructions of
ionospheric potentials [Russell et al., 2001; Liemohn et al.,
2002], high-latitude radar observations of ionospheric
flows [Shepherd et al., 2002] and DMSP drift meter mea-
surements [Hairston et al., 2003; Ober et al., 2003]. More-
over, ionospheric potential saturation for southward IMF has
also been identified in various global MHD models [e.g.,
Raeder et al., 2001] including the Lyon-Fedder-Mobarry
(LFM) simulation code [Merkine et al., 2003; Lopez et al.,
2009, 2010]. The saturation of the CPCP for large north-
ward IMF has also been reported by Wilder et al. [2008,
2009, 2010], using ground-based radar observations, and by
Sundberg et al. [2009a], using DMSP satellite data. In par-
ticular, Sundberg et al. [2009a] reported a saturation value of
the reconnection potential of about 60 kV, and that the sat-
uration effect becomes apparent when the IMF B, is between
10 and 15 nT. The saturation of the CPCP for large east-west
oriented IMF has also been shown by Mitchell et al. [2010].

[11] In this paper we examine the response of the CPCP
for northward IMF in the Lyon-Fedder-Mobarry global
MHD simulation. We will explore how the simulated CPCP
depends on the solar wind and ionospheric conditions across
the entire range of IMF magnitudes (northward), from 0 nT
up to large values and will present a consistent and coherent
explanation for the overall behavior of the CPCP throughout
the IMF range. In particular, we will demonstrate that
simulation exhibits saturation of the CPCP for large values
of the IMF, where “large” means that the magnetosheath
becomes magnetically dominated. This is consistent with
the magnetosheath force balance model proposed by Lopez
et al. [2010]. Other features of the behavior of the CPCP
will be shown to be consistent with the force balance model
as well, both for saturation and for periods when there is
no saturation.

2. The Lyon-Fedder-Mobarry Simulation

[12] We use the Lyon-Fedder-Mobarry (LFM) global
MHD simulation model [Lyon et al., 2004] with a grid size
of 50 x 24 x 32. The LFM code solves the time-dependent
3-D single fluid MHD equations in a distorted spherical grid.
The LFM grid extends from +25 Ry to —300 Ry along the X
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direction and +100 to —100 Ry along Y and Z directions,
with the origin of the coordinate system located at the center
of the Earth. All the results obtained in this paper from LFM
simulation correspond to purely northward IMF (B, = B, = 0)
with zero dipole tilt and a solar wind density of 5 cm—3.
All LFM runs were initialized with —5 nT B, for 2 hours,
followed by +5 nT B, for six more hours. Then the desired
value of northward IMF was introduced for 16 more hours,
for a total of 24 hours. Runs were performed for constant
ionospheric Pedersen conductivities of 5, 10, and 20 mhos,
with zero Hall conductivity. Runs were also performed using
the LFM empirical ionosphere initialized with a F10.7 flux
of 100 (see Fedder et al. [1995] for details on the con-
ductivity model), which leads to nonuniform conductivities
around 3-5 mhos.

[13] The ionospheric potential in LFM grid is obtained by
solving the current continuity equation,

V- (3-V¢) = jsin, (1)

where ¥ is the conductivity tensor § is the dip angle, jj is
the field aligned current per unit area and ¢ is the iono-
spheric electrostatic potential to be solved. In the case of
constant, uniform conductance, equation (1) reduces to a
simple Poisson equation for the potential. The conductivity
tensor for the LFM simulation with constant ionospheric
conductivity as shown in equation (1) is a uniform height-
integrated conductance, whereas in the case of conductance
model with solar extreme ultraviolet (EUV) irradiance and
auroral precipitation input, the total conductance is taken as
the square root of the sum of the squares of the conductivi-
ties due to electron precipitation and EUV flux during the
simulation period. [Fedder et al., 1995; Lyon et al., 2004].
For our LFM runs, the inner boundary of the MHD domain
was set at 3 Rg. The inner boundary is the location where the
ionosphere gets coupled with the magnetosphere. Below
3 R, the Birkeland current is mapped directly to iono-
sphere, where equation (1) is solved to calculate the electric
field. This field is mapped back to the inner boundary to
calculate boundary conditions for plasma flow in the MHD
domain. All CPCP steady state values calculated here have
been averaged from 14:00 to 16:00 simulation time. Results
obtained from the LFM simulation were analyzed using
CISM-DX [Wiltberger et al., 2005]. The LFM code has
been successfully used to model a wide range of magneto-
spheric phenomena, including real events [e.g., Lyon et al.,
1998; Lopez et al., 1999, 2007], so we have confidence that
the global features of the potential described here corre-
spond to the behavior of the real magnetosphere.

3. Four Cell Convection Pattern in the LFM
Simulation

[14] Results obtained from the LFM global MHD simu-
lation model demonstrate the existence of a symmetric four
cell convection pattern, shown in Figure 4, which is what is
expected for purely northward IMF. This result has been
known for many years, along with the fact that the LFM
produces the NBZ current system [e.g., Fedder and Lyon,
1995]. All images in Figure 4 are presented from a view
looking down from above the northern polar region with the
Sun at the bottom of the page. All of the cases correspond to
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Figure 4. Four cell convection pattern seen in LFM simulation for purely northward IMF. The view is
from above the North Pole with Sun at the bottom of the page. B. is in units of nT. The value of the poten-
tial ranges from —0.5 to +0.5 kV in order to visualize the evolution of reconnection cell with increasing B..

Each white circle is at an angle of 10" from the Pole.

the simulations with a solar wind velocity of 400 km/s, a
density of 5 cm > and a constant ionospheric Pedersen
conductivity of 10 mhos.

[15] The potential in these images have only been shown
in range of —0.5 to +0.5 kV so that a larger size of the
colored cell implies a greater extent of the convection cell,
which in turn implies a stronger convection pattern. The blue
and red colors represent negative and positive potential
values, respectively. The image on top left corner is a result
obtained for a solar wind magnetic field of +4 nT B, show-
ing the dominant viscous cells at lower latitudes with smaller
reconnection cells (with reversed potential) at higher lati-
tudes. As the magnitude of the northward IMF increases, the
size and magnitude of the reconnection cells increases until
the reconnection cells dominate over the viscous cells. For
an IMF value of +17.5 nT B,, we see that the reconnection
cell is overwhelmingly dominant over the viscous cell. The
increase in the size of reconnection cell with increasing
northward B, produces an equatorward shift in both the
open-closed field line boundary and the location of viscous
cell. This is consistent with the fact that viscous cells are
generated in the closed field line region. Furthermore, we
also found that the peaks of reconnection and viscous cells
do not overlap for northward IMF suggesting that the
decrease in viscous potential value is to a larger extent,
independent of increase in reconnection potential. We will
discuss in detail about the location of the maxima and min-
ima of the convection cells and the dynamics involved for
northward IMF in another issue.

4. Dependence of the Cross-Polar Cap Potential
on Northward IMF

[16] Figure 3 shows a schematic of how the value of the
CPCP (max minus min) reflects the actual convection

pattern for two opposite cases: one where the viscous
potential dominates and one where the merging potential
dominates. This is important for understanding how the
CPCP behaves as a function of B,. Figure 5 shows the
dependence of the CPCP on B, for three solar wind veloci-
ties with three different (uniform, constant) ionospheric
Pedersen conductances, plus a set of simulation with the
empirical ionosphere module [Lyon et al., 2004] initialized
with a F10.7 value of 100 (all runs have the same solar wind
density of 5 cm ™). The LFM runs with ¥, = —400 km/s
includes IMF B, values only up to 22.5 nT. The runs with B,
greater than 22.5 nT resulted in the bow shock forming
beyond the edge of the LFM grid because of the very low
Mach number and hence were not taken into consideration.
The higher solar wind velocity runs include IMF B, values as
large as 40 nT (the higher solar wind velocity allows for
larger magnetic fields since the only requirement is that the
Mach number be such that the shock forms within the LFM
simulation domain). While there are occasionally some odd
variations in the potential as B, increases, such as the
anomalously high CPCP for the simulation with /= 600 km/s
(Figure 5b) when the B, = 15 nT (a result that we currently
do not understand), the CPCP overall follows a generally
consistent pattern of variation as a function of B, for the
range of velocities and ionospheric conductivities presented.

[17] Another interesting result we see in Figure 5 (and
Figure 6) is that the total polar cap potential in the LFM
simulation starts to decrease with increasing northward B.,
reaches a minimum value, and then starts to increase again.
At lower values of B, (i.e., B, <4 nT) the viscous potential is
greater than the reconnection potential, but with increasing
B., the CPCP (which is in fact measuring the viscous
potential in that range of B,) decreases, indicating an inverse
relationship between the magnitude of the viscous potential
and magnitude of northward B.. This is quite different than
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Figure 5. Results obtained from LFM simulation showing the variation of the CPCP as a function of
IMF B, for various solar wind velocities. (a—¢) CPCP for uniform ionospheric conductivities of 5, 10,
and 20 mhos. (d) Results using the LFM ionospheric conductivity module initialized with F;o - = 100.
The vertical lines separate the linear regime from the saturation regime, as discussed in the text.

the case for southward IMF where the magnitude of the
viscous potential is independent of the magnitude of the
(purely) southward IMF [Lopez et al., 2010; Bruntz et al.,
2012]. Thus, as discussed by Lopez et al. [2012], the vis-
cous potential apparently weakens with increasing north-
ward IMF. Once the reconnection potential is greater than
viscous potential, the CPCP (which then becomes a mea-
sure of the merging rate) starts to increase with increasing B,
and finally reaches saturation. Figures 5 and 6 also show
that value of B, where the magnitude of the reconnection
potential exceeds that of the viscous potential increases with
increasing solar wind velocity. This is understandable since
the viscous potential increases with increasing solar wind
velocity, as discussed by Newell et al. [2008] as well as
Bruntz et al. [2012]. Thus for larger solar wind speeds,
a larger merging potential produced by a larger northward
IMF is required in order for the merging potential to exceed
the magnitude of the viscous potential.

[18] When the merging potential is larger than the viscous
potential Figure 5 shows that the CPCP grows with increas-
ing IMF magnitude. However, after a certain value of B,,
the CPCP does not continue to respond much to increasing
value of B,, indicating saturation of the CPCP for northward
IMF. We can clearly see that all those plots show saturation
of the CPCP. Thus the MHD simulation is reproducing
the behavior reported by Wilder et al. [2008, 2009] and
by Sundberg et al. [2009a]. The region where the CPCP
decreases for an increasing value of B, will henceforth be
called the viscous-dominated region, while the region where

the potential starts to increase and finally becomes insensitive
to increasing value of northward B, will henceforth be
called the reconnection-dominated region. The reconnection-
dominated region has further been subdivided into the linear
regime where the CPCP increases with increasing north-
ward B., and the saturation regime where the CPCP is insen-
sitive to increasing northward B,. Vertical lines of respective
colors have been drawn in all plots of Figure 5 to separate
the linear regime from the saturation regime.

5. Saturation, the Geoeffective Length,
and Magnetosheath Force Balance

[19] The solar wind flow carries a large amount of flux
past the Earth, but obviously only a small fraction of the flux
actually merges with the geomagnetic field. This fraction
can be expressed as a length perpendicular to the solar wind
flow and the IMF, denoting the amount of flux that actually
crosses the merging line. This is the geoeffective length
[Burke and Maynard, 1999; Lopez et al., 2010], which is
much smaller than the cross section of the magnetosphere,
and even smaller for the northward IMF as compared to the
southward IMF because of the relative inefficiency of
merging for the northward IMF. The reconnection potential
can be represented as @, = V. B.Lg, where Lg is the geoef-
fective length.

[20] Figure 6 shows the CPCP as a function of IMF
magnitude with each plot representing one velocity and four
ionospheric conductivities (all runs have the same density).
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Figure 6. The variation of the CPCP versus B, for three constant solar wind velocities but various
conductivities. Figure 6 uses the same results as Figure 5, but they are organized differently.

Given that the solar wind velocity is constant for each set of
simulations, the various slopes of the CPCP as a function of
B. in the linear reconnection-dominated regions of Figures 5
and 6 correspond to the geoeffective lengths for those solar
wind plasma and ionospheric conductivity conditions, with a
larger slope being a longer length. Inspecting Figure 5 we
see that the slopes of the lines in the linear region do not
appear to be linearly dependent on velocity for fixed density
and ionospheric conductivity, which leads us to a seemingly
odd conclusion. To get an actual length one must divide the
slope (which is in units of kV/nT) by the solar wind speed.
Thus for the slopes in Figure 5 to be less than linearly
dependent (refer to Table 1) on solar wind speed means that
the geoeffective length must be decreasing as the solar wind

speed increases. Lopez et al. [2010], by examining the
behavior of the CPCP for southward IMF, arrived at that
same conclusion that the geoeffective length is smaller for
larger solar wind speeds in the linear regime, and we will
return to this issue later.

[21] A second thing that is evident from Figure 6 is that
when the IMF becomes large enough, the CPCP stops
responding very much to additional increase in the IMF.
This phenomenon of saturation, documented in the obser-
vational literature as discussed above, means that when the
IMF reaches some magnitude, the amount of solar wind flux
that is merged per unit time must be limited. Thus when the
CPCP saturates, the geoeffective length must begin to vary
inversely proportional to the IMF so that the reconnection

Table 1. Variation of Geoeffective Length for Different Values of Solar Wind Velocities and Ionospheric Conductivities

Slope of the Linear Regime (kV/nT)

Geoeffective Lengths (Re)

Solar Wind Velocity (km/s) 5 mhos 10 mhos 20 mhos 5 mhos 10 mhos 20 mhos
400 2.44 2.04 0.8 0.96 0.80 0.31
600 3.19 2.45 1.18 0.83 0.64 0.3
800 3.91 2.54 1.28 0.77 0.50 0.25
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potential is constant, for example, ®, = V.B.L; = V. .B.(LBy/
B.), where L, is the geoeffective length at the saturation
value of the IMF, B; . We note that for a typical solar wind
velocity of 400 km/s, the IMF value at which the saturation
occurred is the same value (10—15 nT) as determined by
Sundberg et al. [2009a). We also note that the saturation
value of the CPCP (in this case identical to the reconnection
potential as illustrated in Figure 3) is in the same neigh-
borhood as the 60 kV reconnection saturation potential
identified by Sundberg et al. [2009a]. Inspecting Figure 6, it
can be seen that the saturation potential increases with
increasing solar wind velocity. The saturation potential is
also larger for smaller ionospheric conductivity. These are
features of saturation for southward IMF as well [e.g.,
Lopez et al., 2010, and references therein].

[22] A number of physical explanations have been pro-
posed to account for the phenomenon of saturation of the
CPCP for southward IMF. These include the weakening of
the dayside field by the Region 1 currents [Hill et al., 1976;
Siscoe et al., 2002a, 2002b], the development of Alfvén
wings during low solar wind Alfvén Mach number flows
[Ridley, 2007; Kivelson and Ridley, 2008], configuration
changes on the dayside that could choke off merging
[Raeder et al., 2001], or changes in the magnetopause shape
and magnetosheath thickness [Merkine et al., 2003; Merkin
et al, 2007]. All of these models predict features like
larger saturation potentials for larger solar wind velocities
and lower ionospheric conductivity that are evident in the
simulations presented here.

[23] More recently, Lopez et al. [2010] introduced the
magnetosheath force balance model, aspects of which have a
relationship to the some of the other proposed causes for
saturation, especially the perspective of Merkine et al.
[2003] and Merkin et al. [2007]. However, the Lopez
model is the only one that treats the variation of the geoef-
fective length across the entire range of IMF magnitudes so
that CPCP saturation is simply a consequence of the same
physics that operates in the linear region. The Siscoe-Hill
model is based on the idea that when the dayside field is
significantly weakened by the Birkeland current, saturation
will occur in order to limit the Birkeland current [Siscoe
et al., 2002a]. Another version of the model is that the
Birkeland current (and the potential) is limited by the
amount of Birkeland current needed to stand off the solar
wind pressure through the Jx B force [Siscoe et al., 2002b].
Both versions require a critical Birkeland current value to
produce saturation. Given the less efficient reconnection for
the northward IMF, Siscoe et al. [2002a] predicted satura-
tion at much higher value of the IMF for northward IMF,
since the magnetosphere under the northward IMF is a less
efficient generator and it would take a larger solar wind
electric field to produce the critical amount of Birkeland
current. However, we see that the value of the potential and
the Birkeland current system during saturation of the
northward IMF is smaller than that for the southward IMF
both in simulations and in observations [e.g., Wilder et al.,
2010], thus the Siscoe-Hill argument as currently formu-
lated cannot be correct. The Alfvén wing model does not
suffer this limitation, but it only operates during very low
Alfvén Mach number flows. Moreover, that model provides
no insight into the behavior of the geoeffective length for
values of IMF B, less than needed for saturation in the
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regime where the full solar wind potential drop across the
magnetosphere is no being applied, but the potential is lin-
early dependent on the solar wind electric field.

[24] On the other hand, unexpected results such a depen-
dence of the geoeffective length on velocity for small IMF
B, is easily understood in the context of the Lopez force
balance model. For typical IMF values (<6 nT), the solar
wind has a large Mach number and the compression ratio
across the bow shock does not depend strongly on upstream
conditions, it is basically a factor of four [e.g., Lopez et al.,
2004]. So while the magnetosheath plasma density is inde-
pendent of the solar wind velocity, the magnetosheath
plasma pressure is not since most of the kinetic energy of the
solar wind appears as thermal energy downstream of the
shock. Thus as the solar wind velocity increases, the plasma
pressure and the pressure gradient force on the magne-
tosheath flow increases while the inertia of the flow does not
increase. This results in a greater divergence of the flow
around the magnetospheric obstacle, which should produce a
shorter geoeffective length for larger solar wind velocity in
the nonsaturation regime where the potential is linearly
dependent on the IMF.

[25] Table 1 shows the slope of the potential versus B, and
the corresponding geoeffective lengths obtained from the
slopes in Figures 5 and 6 in the linear reconnection-
dominated regime for different values of solar wind velocity
and ionospheric conductivities. What can be seen is that the
geoeffective length does decrease somewhat with increasing
solar wind velocity for all ionospheric conductivities. For
ionospheric conductivity of 5 and 20 mhos, the geoeffective
length decreases by a factor of 1.25 as the solar wind
velocity goes up by a factor of 2. For 10 mhos, the geoef-
fective length decreases by a factor of 1.6 for the same
400 km/s to 800 km/s increase in solar wind velocity. Thus
there does seem to be a decrease in the geoeffective length
as the solar wind velocity increases, though the trend is not
linear. Hence the reconnection potential will still increase
with increasing solar wind speed for a fixed northward IMF
value. This is similar to the result found for purely south-
ward IMF by Lopez et al. [2010], though the decrease in the
geoeffective length as a function of velocity is less as
compared to the southward IMF situation.

[26] According to the Lopez force balance model, the
point at which saturation effects begin to be seen should be
when the magnetic force begins to dominate over the pres-
sure gradient force in the magnetosheath. Figure 7 presents a
plot of (3, the ratio of the plasma pressure to the magnetic
pressure, in the magnetosheath for two different velocities at
three values of the purely northward IMF (all runs have a
uniform 10 mho conductance). For the simulations with a
solar wind speed of 400 km/s we see that in the linear region
(IMF B, = 7.5 nT) (3 is greater than 1 throughout the mag-
netosheath, but in the saturation region (IMF B, = 17.5 nT) it
is clearly less than one. The transition region between the
two behaviors (IMF B, = 12.5 nT, as can be seen in Figures 5
and 6) is also the transition from as plasma-dominated
magnetosheath to a magnetically dominated one. For solar
wind velocity of 800 km/s, however, we see that plasma beta
is still greater than one for B, = 17.5 nT showing that the
transition from the linear to saturation regime for higher
velocity occurs at a higher value of solar wind B,. Table 2
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Figure 7. Visualization of the plasma beta in the X-Z plane for cases with purely northward IMF with
magnitudes of (a, b) 7.5 nT, (c, d) 12.5 nT, and (e, f) 17.5 nT for two different solar wind velocities. Both
runs have a solar wind density of 5 cm ™ and a uniform ionospheric conductance of 10 mhos.

shows range of solar wind B, values between which the
magnetosphere transitions from pressure dominated to
magnetically dominated magnetosheath as determined from
the simulation runs. The values obtained in Table 2 were
obtained by looking at the X-Z cut plane image of the

magnetosphere as in Figure 7 and is seen to be consistent
with the values we would obtain from Figures 5 and 6.

[27] Above explanation holds true for other solar wind
velocities as well. The point at which saturation effects are
seen is marked by a transition from a magnetosheath where

Table 2. Range of Solar Wind B, Values When the Magnetosheath Transitions From Pressure Dominated to Magnetically Dominated
Regime for Different Values of Solar Wind Speed and Ionospheric Conductivities

Values of B, When the Magnetosheath Beta Transitions From Being Greater Than One
to Less Than One During Different Ionospheric Conductivities

Solar Wind Velocity (km/s) 5 mhos 10 mhos 20 mhos F10.7 =100
400 12.5-15 12.5-15 12.5-15 10-12.5
600 17.5-20 17.5-20 15-17.5 15-17.5
800 20-22.5 22.5-25 20-22.5 20-22.5
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Figure 8. Visualization of the plasma density and pressure in the X-Z plane for cases with 7.5 nT purely
northward IMF for two different solar wind velocities. Both runs have a solar wind density of 5 cm ™ and

a uniform ionospheric conductance of 10 mhos.

the plasma pressure gradient is the largest force on the flow
to a magnetosheath where the Jx B force is the largest force
on the flow. Inspecting Figure 7 for the results of simulations
with high solar wind velocity (800 km/s), we see that the
magnetosheath is dominated by plasma pressure when
B, =12.5 nT, and Figure 6 shows that at that value of the
IMF, the potential is in the linear region. When B, = 17.5 nT,
we see that the magnetosheath is beginning to approach
B =1 in some regions, just as the potential begins to
approach the saturation region. We also see in Figure 6 that
the value of B, for which CPCP saturates increases with
increasing velocity. The force balance argument is that as the
solar wind velocity increases, so does the magnetosheath
plasma pressure. Thus for higher solar wind velocities, a
higher value of IMF B, is required before the magnetosheath
can become magnetically dominated, leading to a larger
saturation potential. This can readily be seen in Figure 8,
which contrasts a lower velocity simulation (400 km/s) with
a higher velocity (800 km/s) simulation, with all other fac-
tors unchanged. Note that the color scales are different for
the lower and upper panels comparing density and pressure
in order to show the range in each case. The same effects
occur at various values of ionospheric conductivity as well.

[28] Another feature of the force balance model is that it
explains the shorter geoeffective length for larger ionospheric
conductivity in the linear reconnection-dominated regime
where the reconnection potential dominates. This occurs in
the northward IMF simulations, as seen in Table 1. As in the
case for southward IMF, a more conducting ionosphere leads
to a greater change in the shape of the magnetosphere [e.g.,
Merkine et al., 2003; Lopez et al., 2010], which affects the
flow. Figure 9 shows the effect when considering two runs
with identical solar wind density, velocity and IMF. In these
two cases the IMF B, is set to 7.5 nT, well into the recon-
nection-dominated linear regime where the CPCP is a mea-
sure of the merging potential, but not affected by saturation.
The flow that reaches the postcusp northward IMF merging
line is at high Z values, but for that flow the magnetosheath
plasma pressure, and hence the force on the flow diverting
away from the merging region, is greater for the higher
conductivity case. Thus the geoeffective length should be
shorter and the merging potential should be smaller for the
high conductivity case. This is the behavior supported by the
simulation results in Table 1 over the range of solar wind
velocities. Thus the force balance model [Lopez et al., 2010]
provides a coherent conceptual framework for explaining for
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Figure 9. Visualization of the plasma pressure for cases
with 7.5 nT purely northward IMF for uniform ionospheric
conductances of (a) 20 mhos and (b) 5 mhos. Both runs have
a solar wind density of 5 cm ™ and a solar wind velocity of
400 km/s.

the dependence of the reconnection potential at all values of
northward IMF B, (not just saturation values) for the range of
velocities and ionospheric conductivities examined in this

paper.

6. Conclusions

[20] We have examined the behavior of the polar cap
potential in the Lyon-Fedder-Mobarry MHD simulation in
response to various values of northward IMF for different
values of ionospheric conductance and solar wind velocity.
We find a consistent behavior of the CPCP as a function of
the solar wind driver. There are two regions of response: the
viscous dominated region where the viscous potential
decreases linearly (for the most part) to increasing IMF
magnitude, and a reconnection dominated region. The
reconnection dominated region is in turn split into a region
where the CPCP increases with increasing northward B, and
saturation region where the CPCP does not respond to
increasing northward B,. We find that the viscous potential
decreases with increasing northward IMF and that the
merging potential increases with increasing northward IMF,
at least until saturation. Finally, the overall behavior of the
reconnection potential as a function of IMF magnitude, solar
wind velocity, and ionospheric conductivity can be understood
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over the entire IMF range in terms of the magnetosheath force
balance model proposed by Lopez et al. [2010].
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