Accurate fundamental parameters and detailed abundance patterns from spectroscopy of 93 solar-type Kepler targets*†
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ABSTRACT

We present a detailed spectroscopic study of 93 solar-type stars that are targets of the NASA/Kepler mission and provide detailed chemical composition of each target. We find that the overall metallicity is well represented by Fe lines. Relative abundances of light elements (CNO) and α elements are generally higher for low-metallicity stars. Our spectroscopic analysis benefits from the accurately measured surface gravity from the asteroseismic analysis of the Kepler light curves. The accuracy on the log g parameter is better than 0.03 dex and is held fixed in the analysis. We compare our $T_{\text{eff}}$ determination with a recent colour calibration of $V_T - K_S$ [TYCHO V magnitude minus Two Micron All Sky Survey (2MASS) $K_S$ magnitude] and find very good agreement and a scatter of only 80 K, showing that for other nearby Kepler targets, this index can be used. The asteroseismic log g values agree very well with the classical determination using Fe I–Fe II balance, although we find a small systematic

* Based on observations obtained at the Canada–France–Hawaii Telescope (CFHT) which is operated by the National Research Council of Canada, the Institut National des Sciences de l’Univers of the Centre National de la Recherche Scientifique of France and the University of Hawaii.
† Based on observations with the 2-m Telescope Bernard Lyot funded by the CNRS Institut National des Sciences de l’Univers.
‡E-mail: bruntt@gmail.com
offset of 0.08 dex (asteroseismic log g values are lower). The abundance patterns of metals, \(\alpha\) elements and the light elements (CNO) show that a simple scaling by [Fe/H] is adequate to represent the metallicity of the stars, except for the stars with metallicity below \(-0.3\), where \(\alpha\)-enhancement becomes important. However, this is only important for a very small fraction of the Kepler sample. We therefore recommend that a simple scaling with [Fe/H] be employed in the asteroseismic analyses of large ensembles of solar-type stars.
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1 INTRODUCTION

The Kepler Space Mission, launched by NASA on 2009 March 7, has the goal of detecting transiting exoplanets down to Earth size around solar-type stars (Borucki et al. 2010). The photometric transit depth provides a direct measure of the ratio of the planet-to-star radii. Hence, accurate measurements of the absolute planet radii depend on having robust measurements of the stellar radii. While ‘classical’ methods of stellar radius determination suffer from large uncertainties, radii can be determined to a few per cent from asteroseismic modelling of the averaged stellar pulsation data (Stello et al. 2009; Gai et al. 2011). Thus, the bespoke Kepler data (Gilliland et al. 2010; Jenkins et al. 2010) fuel an interesting synergy between exoplanet science and asteroseismology.

Asteroseismology is a powerful tool to study stellar interiors and determine their basic properties, such as radius, mass and age (see e.g. Aerts, Christensen-Dalsgaard & Kurtz 2010; Christensen-Dalsgaard & Thompson 2011, and references therein). Much recently, progress has been made with ground-based spectroscopy and the CoRoT photometry space missions, with solar-like oscillations detected in a few dozen stars (Michel et al. 2008; Bedding 2011). The Kepler mission is a major step forward, with oscillations having been detected during an asteroseismic survey in several hundred solar-type stars (Chaplin et al. 2011). More than 150 of these stars have since been observed continuously, the expectation being that a sizable fraction will be monitored for the entire duration of the mission. This will make it possible to investigate stars with convective cores and stars with extensive outer convective envelopes. Reliable measurements of the stars’ fundamental properties firmly constrain the range of models and allow us to exploit the seismic data much more fully (Brown et al. 1994; Basu, Chaplin & Elsworth 2010). For example, the uncertainty in the measurement of the stellar radius drops from about 40 per cent to less than 3 per cent when the average large frequency spacing (the frequency between mode frequencies with the same degree and consecutive order of the pulsation modes) is combined with spectroscopic measurements of \(T_{\text{eff}}\) and metallicity ([Fe/H]). The technique described by Basu et al. (2010) requires an accuracy in the spectroscopic parameters better than about 200 K in \(T_{\text{eff}}\) for main-sequence stars and 0.2 dex in [Fe/H] for more evolved stars. For the detailed theoretical modelling, such accurate parameters are critical for removing the degeneracy between mass and metallicity.

The Kepler Input Catalogue (KIC) (Brown et al. 2011) contains estimates of the parameters of the stars, determined by calibrating griz + Mg b Sloan filter photometry of all stars in the 105 deg\(^2\) field observed by Kepler. The precision of the KIC parameters has been called into question by recent spectroscopic analyses (Bruntt, Frandsen & Thygesen 2011; Molenda-Zakowicz et al. 2011). It has been found that \(T_{\text{eff}}\) only agrees within about 300 K, while log g can be off by 0.5 dex, and [Fe/H] by up to 2.0 dex. The previous study by Molenda-Zakowicz et al. (2011) reported spectroscopic results on a wide range of stars, from solar-type to A-stars, which relied on medium-resolution spectra and with relatively low signal-to-noise ratio (S/N). In this study we focus on the FGK (solar-type) stars, using spectra with high S/N (200 or more) and high resolution (\(R = 80\,000\)). This enables us to measure accurate values for \(T_{\text{eff}}\) and to obtain a detailed abundance pattern for each star.

2 OBSERVATIONS AND DATA REDUCTION

The spectra were obtained with the ESPaDOnS spectrograph at the 3.6-m Canada–France–Hawaii Telescope (CFHT; Donati et al. 2006) in USA and with the NARVAL spectrograph mounted on the 2-m Bernard Lyot Telescope at the Pic du Midi Observatory in France. In both the facilities, the observations were carried out as service observations from May to September in 2010. The two spectropolarimetric instruments are very similar and we used the ‘star mode’ with a nominal resolution of \(R = 80\,000\). The integration times were typically a few minutes up to 15 min and were adjusted to obtain S/N ratios in the range 200–300 pixel\(^{-1}\). Here, we report results for the 93 stars that have detections of solar-type oscillations in the Kepler light-curve data. An additional 20 stars, which are evolved stars (log g < 3.5), will be presented by Thygesen et al. (2012). However, these stars are included here in our calibration of \(T_{\text{eff}}\) and microturbulence.

We have used the standard pipeline-reduced spectra (Donati et al. 1997) in which the overlapping part of the echelle orders have not been merged. We used the program called RAINBOW (Bruntt et al. 2010b) to normalize the spectra manually. We carefully adjusted the continua by comparing with a synthetic spectrum calculated with the program that was used for the spectral line fitting. We made sure the overlapping part of the orders agreed on both the line depths and the level of the continuum. A few of the stars were observed on different nights with both spectrographs and we confirmed that their spectra were very similar. In these cases, we used the spectrum with the highest S/N ratio in the continuum around 6000 Å. One star, KIC 8379927 (HD 187160), was not included in the analysis because it is a double-lined spectroscopic binary (Griffin 2007). In addition, two stars (KIC 12155015 and 8831759) were found to be too cool (\(T_{\text{eff}} < 4500\) K) for detailed analysis.

3 DATA ANALYSIS

We used the semi-automatic software vwa\(^1\) (Bruntt et al. 2010a) to derive fundamental stellar parameters and elemental abundances

\(^1\) vwa is available at https://sites.google.com/site/vikingpowersoftware/.
from the spectra. This software has been used to analyse several of the CoRoT exoplanet host stars (Bruntt et al. 2010b) and asteroseismic targets (Bruntt 2009), and the results compared well with other methods, including interferometric determinations of the effective temperature (Bruntt et al. 2010a). It has also been demonstrated that the log g determination is accurate for nearby binary systems (Bruntt et al. 2010a), including Procyon and α Cen A+B.

\texttt{vwa} treats each line individually and fits them by iteratively changing the abundance and calculating synthetic profiles. \texttt{vwa} automatically takes into account any line blending. This makes it possible to analyse the F-type stars in the sample, which have wide lines with \( v \sin i \) in the range 10–40 km s\(^{-1}\), as well as cool stars (\( T_{\text{eff}} > 4500 \text{ K} \)) where blending becomes severe in the blue part of the spectrum. We have extracted the atomic line lists from the VALD data base (Kupka et al. 1999), using the appropriate \( T_{\text{eff}} \) and log g of each star. This is important in order for the line depths computed by VALD to be approximately correct. In addition, we updated the atomic line parameters in the region around the lithium line at 6707 Å, using the line list from Ghezzi et al. (2009), but we note that our code cannot take into account the weak CN molecular bands.

\texttt{vwa} uses atmospheric models that are interpolated in a grid of MARCS models\(^2\) (Gustafsson et al. 2008) for a fixed microturbulence of 2 km s\(^{-1}\). We tested that changing to 1 km s\(^{-1}\) had a negligible effect on the results. The grid had a mesh size of 250 K for \( T_{\text{eff}} \), 0.5 for log g and variable for [Fe/H], with a step size of typically 0.25 dex around the solar abundance. Abundances in MARCS models were all scaled relative to the solar abundance from Grevesse, Asplund & Sauval (2007).

### 3.1 Analysis of solar spectra

\texttt{vwa} relies on a differential approach, with a solar spectrum as the reference, in order to correct for systematics in the atmospheric models and to minimize errors in the atomic oscillator strengths. We adopted the new version of the Fourier transform spectrometer (FTS) Kitt Peak Solar Flux Atlas (Kurucz 2006), which was also adopted by Asplund et al. (2009). This spectrum is a new reduction of the original spectrum obtained by Kurucz et al. (1984). When we compared the FTS spectrum with the calculated spectrum for the canonical solar values of \( T_{\text{eff}} = 5777 \text{ K} \) and log g = 4.437, we found that the continuum of the synthetic profiles lies at 1.0 but the FTS spectrum is generally somewhat lower, especially in the blue part of the spectrum. This is probably due to the many ‘missing lines’ in present-day line compilations. Since abundances are derived from the synthetic spectra, we re-normalized the FTS spectrum to have the same continuum level (close to 1.0) as the synthetic spectrum of the Sun. We used the same normalization approach for all the Kepler targets.

To remove instrumental effects, one option would be to use a solar spectrum observed with the same instrument as for the observations. The reason for adopting the FTS spectrum is its superior quality compared to what can be obtained through a normal calibration spectrum with an échelle spectrograph. The FTS spectrum has a resolution of about \( R = 300 \, 000 \) and a S/N of about 3000. We were thus able to determine oscillator strength (log gf) corrections for more than 1200 lines in the range 4500–9200 Å. Secondly, the FTS instrument design serves to minimize scattered light, which is known to affect échelle spectra. In Table 1 we list atomic data for lines that were used in at least 10 of the Kepler targets. The complete table is available in the electronic version of the article (see Supporting Information).

#### Table 1. Atomic data used in the spectra analysis. The wavelength, excitation energy and oscillator strengths (log gf) from VALD and the adjusted values are given. We list C, N and O and the complete table is available in the electronic version of the article (see Supporting Information).

<table>
<thead>
<tr>
<th>El.</th>
<th>( \lambda ) (Å)</th>
<th>Excitation (eV)</th>
<th>VALD log gf</th>
<th>Adjusted log gf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl</td>
<td>4932.049</td>
<td>7.685</td>
<td>−1.884</td>
<td>−1.070</td>
</tr>
<tr>
<td></td>
<td>5052.167</td>
<td>7.685</td>
<td>−1.648</td>
<td>−1.196</td>
</tr>
<tr>
<td></td>
<td>5380.337</td>
<td>7.685</td>
<td>−1.842</td>
<td>−1.475</td>
</tr>
<tr>
<td></td>
<td>5800.602</td>
<td>7.946</td>
<td>−2.338</td>
<td>−2.075</td>
</tr>
<tr>
<td></td>
<td>6010.675</td>
<td>8.640</td>
<td>−4.605</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>6014.834</td>
<td>8.643</td>
<td>−1.585</td>
<td>−1.379</td>
</tr>
<tr>
<td></td>
<td>6397.961</td>
<td>8.771</td>
<td>−1.778</td>
<td>−1.287</td>
</tr>
<tr>
<td></td>
<td>6587.610</td>
<td>8.537</td>
<td>−1.596</td>
<td>−0.901</td>
</tr>
<tr>
<td></td>
<td>6655.517</td>
<td>8.537</td>
<td>−1.370</td>
<td>−1.669</td>
</tr>
<tr>
<td></td>
<td>7111.469</td>
<td>8.640</td>
<td>−2.140</td>
<td>−0.209</td>
</tr>
<tr>
<td></td>
<td>7113.179</td>
<td>8.647</td>
<td>−0.774</td>
<td>−0.700</td>
</tr>
<tr>
<td></td>
<td>7115.168</td>
<td>8.643</td>
<td>−0.935</td>
<td>−0.808</td>
</tr>
<tr>
<td></td>
<td>7116.988</td>
<td>8.647</td>
<td>−0.508</td>
<td>0.093</td>
</tr>
<tr>
<td></td>
<td>7119.657</td>
<td>8.643</td>
<td>−0.149</td>
<td>−0.785</td>
</tr>
<tr>
<td></td>
<td>8058.624</td>
<td>8.851</td>
<td>−1.275</td>
<td>−0.907</td>
</tr>
<tr>
<td></td>
<td>8335.148</td>
<td>7.685</td>
<td>−0.420</td>
<td>−0.117</td>
</tr>
<tr>
<td>N1</td>
<td>7442.300</td>
<td>10.330</td>
<td>−0.384</td>
<td>−0.030</td>
</tr>
<tr>
<td></td>
<td>7468.313</td>
<td>10.336</td>
<td>−0.189</td>
<td>0.137</td>
</tr>
<tr>
<td></td>
<td>8629.240</td>
<td>10.690</td>
<td>0.075</td>
<td>0.670</td>
</tr>
<tr>
<td></td>
<td>8683.405</td>
<td>10.330</td>
<td>0.086</td>
<td>0.527</td>
</tr>
<tr>
<td></td>
<td>8711.707</td>
<td>10.330</td>
<td>−0.234</td>
<td>0.139</td>
</tr>
<tr>
<td>O1</td>
<td>5577.339</td>
<td>1.967</td>
<td>−8.204</td>
<td>−7.726</td>
</tr>
<tr>
<td></td>
<td>6156.776</td>
<td>10.741</td>
<td>−0.694</td>
<td>−0.109</td>
</tr>
<tr>
<td></td>
<td>6158.186</td>
<td>10.741</td>
<td>−0.409</td>
<td>−0.113</td>
</tr>
<tr>
<td></td>
<td>6300.304</td>
<td>0.000</td>
<td>−9.819</td>
<td>−10.268</td>
</tr>
<tr>
<td></td>
<td>7002.229</td>
<td>10.989</td>
<td>−1.855</td>
<td>−0.165</td>
</tr>
<tr>
<td></td>
<td>7771.941</td>
<td>9.146</td>
<td>0.369</td>
<td>0.820</td>
</tr>
<tr>
<td></td>
<td>7774.161</td>
<td>9.146</td>
<td>0.223</td>
<td>0.642</td>
</tr>
<tr>
<td></td>
<td>7775.390</td>
<td>9.146</td>
<td>0.001</td>
<td>0.357</td>
</tr>
</tbody>
</table>

\(^2\)Available at http://marcs.astro.uu.se/.
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that in future analyses a spectrum of the Sun is always acquired to estimate the maximum error that is due to scattered light. From our spectra from NARVAL and ESPaDOnS, we measured abundances that are 0.03 and 0.04 dex too low. We have therefore added 0.03 dex to the abundances of all stars.

4 SPECTRAL ANALYSIS OF KEPLER TARGETS

In the initial spectral analysis of the Kepler stars, we used fixed starting parameters, namely $T_{\text{eff}} = 6000$ K, $\log g = 4.0$ and $v_{\text{micro}} = 1.0 \text{ km s}^{-1}$. The $v \sin i$ was adjusted manually by comparing synthetic spectra to isolated lines in the range 6000–6150 Å. Values for macroturbulence were taken from the calibration of Bruntt et al. (2010a). The final $v \sin i$ was adjusted later, once the other atmospheric parameters had been improved. VW A was run in an automatic mode, where the atmospheric parameters were iteratively adjusted. This was done by minimizing the correlations of the Fe abundance with both EW and excitation potential (EP), as described by Bruntt et al. (2010a,b). This was achieved by adjusting $T_{\text{eff}}$ and microturbulence. Also, we demanded that Fe i and Fe ii agreed, which is dependent on both $T_{\text{eff}}$ and $\log g$. This iterative approach adopted non-local thermodynamical equilibrium (NLTE) corrections to Fe i using interpolations and extrapolations in the figures in Rentzsch-Holm (1996). This is exactly the same approach used in previous analyses with VWA, but in the next section we describe an important change in the analysis, utilizing the asteroseismic results.

4.1 Adopting asteroseismic log g values

The determination of stellar log g values from spectroscopy alone is notoriously unreliable. Although internal errors of less than 0.1 dex are often reported from high-quality data, realistic uncertainties are more likely of the order $\pm 0.2$ dex (Smalley 2005). Asteroseismically determined log g values are significantly more precise. This is due to the measurement of stellar oscillations, whose gross properties (large separation and frequency of maximum amplitude) depend on the mass, radius and effective temperature via well-established scaling relations (Brown 1991; Kjeldsen & Bedding 1995). The surface gravity scales as $M/R^2$ and is therefore very well determined from asteroseismology (Christensen-Dalsgaard et al. 2010). This allows us to further constrain the other spectroscopically determined parameters. For example, changing $T_{\text{eff}}$ affects how Fe i depends on EP and both log g and $T_{\text{eff}}$ affect the Fe i/Fe ii ionization balance, which can lead to a strong correlation of the output parameters of $T_{\text{eff}}$ and log g. This was seen in the analysis of the solar-like Kepler target KIC 11028764 reported by Metcalfe et al. (2010), where the log g uncertainty was reduced from 0.3 dex to 0.02 dex using asteroseismology.

In the present work, we have adopted the same approach of fixing the log g to the asteroseismically determined values. The asteroseismic log g were estimated with the grid-based Yale–Birmingham pipeline (Basu et al. 2010; Gai et al. 2011), which used as input the seismic parameters $\Delta v$ and $v_{\text{max}}$, and the spectroscopically determined $T_{\text{eff}}$ and [Fe/H], while adopting the Yonsei–Yale grid of evolution models (see Basu et al. 2010, for details). The seismic parameters came from independent analyses of the Kepler light curves performed by five different teams (details are given by Verme et al. 2011a,b).

We found that the difference between different model grids mentioned in Basu et al. (2010) resulted in changes in the estimated log g of less than 0.02 dex in 90 per cent of the stars and less than 0.05 dex for all stars. These are smaller than the typical uncertainties in log g when determined from the spectrum alone, which are typically 0.08 dex for the slowly rotating stars in the sample, and slightly larger for the moderately fast rotators.

The determined stellar parameters are given in Table 3, both using the ‘asteroseismic log g’ in columns 12–15 and the classical ‘spectroscopic method’ (e.g. as described in Bruntt et al. 2010a) in columns 10–11. For completion, we also list the KIC parameters in columns 7–9. The differences in determined parameters between the two methods are generally small, with mean differences and rms values as follows: $\Delta \log g = +0.08 \pm 0.07$ dex, $\Delta T_{\text{eff}} = +10 \pm 38$ K, $\Delta [\text{Fe/H}] = -0.00 \pm 0.03$ dex and $\Delta v_{\text{micro}} = +0.02 \pm 0.09$ km s$^{-1}$ (calculated in the sense ‘classical minus seismic’). Considering that the difference on the mean values is $\sqrt{\sum} \approx 9$ times smaller than the rms values given here, only the difference in log g is significant (10σ), while the differences in $T_{\text{eff}}$ and microturbulence are at the 2σ level.

To further investigate the significant discrepancy in log g, we show in Fig. 1 the difference between the log g found from the two different methods. We see that the difference does not depend on spectral type. We cannot offer an explanation for the systematic offset, but the quite low rms scatter of 0.07 dex indicates that the two methods are internally consistent. Further analyses are needed to understand these differences. Use of independent estimates, provided by analysing binary stars that also show pulsating solar-type components, would be highly desirable in this context and might be possible in future space missions like PLATO (Catala 2009). We note from Fig. 1 that the ‘classical’ method appears to be able to determine log g with an accuracy of about 0.10 dex for solar-type stars.

The stars with large offsets are marked by circles in Fig. 1 and have KIC-IDs: 2837475, 3424541, 5371516, 7529180, 8360349, 8579578, 9226926, 9908400 and 11137075. The last star has parameters close to the Sun but the others have $T_{\text{eff}}$ in the range 6080–6890 K, log g from 3.7–4.2 and $v \sin i$ between 15 and 34 km s$^{-1}$. One star (3424541) has only two usable Fe ii lines, while the others have at least 6 and up to 17. We do not find an immediate explanation for these apparent outliers in log g.

In the remainder of this paper we use the stellar parameters from using the asteroseismic log g, and we have labelled the axes in the figures $T_{\text{eff}}$ (seis) and log g (seis).

4.2 Photometric calibration of $T_{\text{eff}}$

We have used the adopted spectroscopic parameters to make a calibration of $T_{\text{eff}}$ versus the photometric index $V_T - K_S$, where $V_T$ is the TYCHO V magnitude and $K_S$ is the Two Micron All Sky Survey
Table 3. Observed targets and their properties. The KIC parameters are given in columns 7–9, spectroscopic parameters in columns 9–10, and the final values of $T_{\text{eff}}$, log g, [Fe/H] and microturbulence are given in columns 11–14, labelled ‘asteroseismic log g’. When the asteroseismic log g is used, the uncertainties are 60 K for $T_{\text{eff}}$, 0.03 dex for log g, 0.06 km s$^{-1}$ for microturbulence and 0.06 dex for [Fe/H]. For the spectroscopic values, the uncertainties are 0.08 dex for log g and 70 K for $T_{\text{eff}}$. Note that we only list the ‘asteroseismic’ values of $v \sin i$ and $v_{\text{micro}}$ since the ‘spectroscopic’ are almost identical.

<table>
<thead>
<tr>
<th>KIC-ID</th>
<th>HIP</th>
<th>HD</th>
<th>$V_T$</th>
<th>$V_T - K_S$</th>
<th>$E(B - V)$</th>
<th>$T_{\text{eff}}$ (K)</th>
<th>log g</th>
<th>[Fe/H]</th>
<th>Spect. log g</th>
<th>$T_{\text{eff}}$ (K)</th>
<th>log g</th>
<th>[Fe/H]</th>
<th>Asteroseismic log g</th>
<th>$v_{\text{micro}}$ (km s$^{-1}$)</th>
<th>$v \sin i$ (km s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1430163</td>
<td>9.627</td>
<td>1.098</td>
<td></td>
<td></td>
<td></td>
<td>6910 3.66 -0.05</td>
<td>6574 4.27</td>
<td>6520 4.22 -0.11</td>
<td>1.64 11.0</td>
<td>1454567</td>
<td>9.017</td>
<td>1.299</td>
<td>0.01 ± 0.02</td>
<td>6570 4.02 -0.25</td>
<td>6345 4.24</td>
</tr>
</tbody>
</table>
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(2MASS) magnitude. All stars in our sample have measured values of these magnitudes. We adopted this index because it is known to be a very good indicator of $T_{\text{eff}}$. For example, Casagrande et al. (2010) found this index to have one of the lowest rms residuals among the many indices they used for calibrating $T_{\text{eff}}$.

In Fig. 2 we plot $T_{\text{eff}}$ (seis) versus the colour index $V_T - K_S$. The dashed line is the calibration of this index taken from Casagrande et al. (2010) and the residuals from the fit are shown in the middle panel. The offset of 4 K is negligible compared to the rms scatter of 85 K. The solid line in the top panel is a second order fit and the residuals are shown in the bottom panel, with a slightly lower rms scatter of 69 K. The three obvious outliers (KIC 7662428, 8542853 and 10124866), which are all close binary systems with near-equal components, have been excluded from the calculations of the fit and the rms values. The calibration is

$$T_{\text{eff}}/K = 8545 - 2090 (V_T - K_S) + 250 (V_T - K_S)^2. \quad (1)$$

This new empirical calibration is valid for both main-sequence and subgiant stars ($\log g > 2.5$) with $V_T - K_S$ in the range 1–3. The 1σ uncertainty is 70 K, as measured from the rms scatter.

To estimate the influence of interstellar reddening, we measured the strength of the Na D doublet at 5990 + 5995 Å. In 70 stars, interstellar lines were present and their EWs were measured. The strength has been calibrated by Munari & Zwitter (1997) to give $E(B-V)$ with an uncertainty of 0.05 mag. The values we determined are given in Table 3. We find that most stars with a detectable interstellar Na D doublet have almost negligible reddening, with values in the range from 0.00 to 0.06 mag. The two stars with the highest values of $E(B-V)$ are KIC 3430868 and 8491147, which have values of 0.043 and 0.058. Since the calibration has an uncertainty of 0.05 mag, we consider the interstellar reddening to be negligible for most of the targets.

### 4.3 A new calibration of microturbulence

In the final determination of the stellar parameters, $\log g$ was held fixed at the asteroseismically determined value, and only $T_{\text{eff}}$ and the microturbulence were allowed to vary. The locations of the stars in the $T_{\text{eff}}$ versus $\log g$ diagram are shown in Fig. 3. We made a set of calibrations of the microturbulence using different combinations of...
Figure 1. The difference in \( \log g \) determined from spectroscopic and asteroseismic methods. The spectroscopic value is systematically higher by about 0.08 dex with rms scatter of 0.07 dex (dashed line indicates the mean difference). A few apparent outliers have been marked by open symbols and discussed in Section 4.1.

Figure 2. The upper panel shows \( T_{\text{eff}} \) versus \( V_T - K_S \) for stars with at least 100 Fe I lines. The three stars that lie above the general distribution are close binary systems. The solid line is the fit from equation (1) and the dashed line is the fit from Casagrande et al. (2010). The middle and lower panels show the difference in \( T_{\text{eff}} \) for the two calibrations.

\[
T_{\text{eff}} \text{ and } \log g \text{ and found that the following gave the lowest residuals:}
\]

\[
v_{\text{micro}} \text{ km s}^{-1} = 1.095 + 5.44 \times 10^{-2}(T_{\text{eff}} - 5700) + 2.56 \times 10^{-7}(T_{\text{eff}} - 5700)^2 - 0.378(\log g - 4.0). \tag{2}
\]

The rms scatter of the residuals is 0.095 km s\(^{-1}\), reducing to 0.057 km s\(^{-1}\) when a handful of 3\(\sigma\) outliers are removed. A fit without the quadratic term in \( T_{\text{eff}} \) gives 20 per cent higher residuals. To be conservative, we adopt an uncertainty on this calibration of 0.1 km s\(^{-1}\). When using the above calibration, one must include the uncertainties in \( T_{\text{eff}} \) and \( \log g \). For typical uncertainties in \( T_{\text{eff}} \) of 100 K and 0.1 dex in \( \log g \), one finds a total uncertainty in microturbulence of 0.13 km s\(^{-1}\). This new calibration is in agreement with that presented by Bruntt et al. (2010a), but has a wider applicability due to the increased sample size. The region of applicability is marked by the grey area in Fig. 3, i.e. roughly 5300–6900 K for main-sequence stars and 4500–5200 K for the evolved stars (\( \log g \) from 2.1 to 3.5).

5 COMPARISON WITH THE KIC

Out of 93 stars in our sample, 83 stars have stellar parameters in KIC (Brown et al. 2011). In Fig. 4 we compare our adopted spectroscopic values, i.e. with \( \log g \) fixed at the asteroseismically determined value, of \( T_{\text{eff}} \), \( \log g \) and [Fe/H] with the KIC.

In each panel we give the mean offset and rms scatter. These values were calculated using a robust method where 3\(\sigma\) outliers were removed (3, 4, 2 outliers were removed, respectively). It seems
the KIC parameters are quite reliable across the entire spectral range from 5100 to 6900 K, although there is a significant offset in \( T_{\text{eff}} \) and [Fe/H]. Considering the approach of converting the ground-based photometry to fundamental parameters described by Brown et al. (2011), which includes the non-trivial task of removing sky extinction and interstellar reddening, we verify that the quality of the KIC catalogue is generally very good. Compared to our spectroscopic values, we find that \( T_{\text{eff}} \) in KIC are 165 K lower and [Fe/H] are 0.21 dex lower.

There is a modest, negative offset between the asteroseismic \( \log g \) and the KIC \( \log g \) values. This is consistent with the results presented in Verner et al. (2011a), once allowance is made for differences in the samples of stars used. They compared asteroseismic \( \log g \) with the KIC \( \log g \) of more than 500 Kepler dwarfs and subgiants. They found reasonable agreement between the two sets of values for KIC \( \log g < 4 \), but at progressively higher values the KIC \( \log g \) were found to increasingly overestimate the asteroseismic \( \log g \). The average offset, over the entire ensemble, was about 0.17 dex.

Most of the stars in this paper fall in the region \( \log g \geq 4 \), and the significant offset identified by Verner et al. (2011a) is present in those stars in our sample. However, there are only a few stars in this paper with KIC \( \log g < 4 \), and they all have quite sizeable negative differences with respect to the asteroseismic \( \log g \). In contrast, the sampling of stars in Verner et al. having \( \log g < 4 \) was much more comprehensive and showed a mean offset close to zero. The effect of the sparse lower \( \log g \) sample here is to reduce the mean offset from \( \approx 0.17 \text{dex} \) to the \( \approx 0.05 \text{dex} \) seen in Fig. 4.

### 6 CONSIDERATION OF NLTE EFFECT ON Fe I

In Fig. 5 we show the difference in abundance derived from Fe I and Fe II lines, without applying any NLTE corrections, showing evidence for a correlation with \( T_{\text{eff}} \). There is a large scatter, but most stars with \( T_{\text{eff}} > 6000 \text{K} \) have a higher abundance from Fe II. Indeed, it is predicted by theoretical NLTE calculations for iron that, under the assumption of LTE, the computed Fe I lines will be too strong, hence the abundances determined from Fe I too small. The magnitude of this effect for A-type and early F-type stars was computed by Rentzos-Holm (1996) based on a model of the Fe atom, although recent calculations show that the effect is smaller (Mashonkina et al. 2010, 2011). However, our empirical results appear to be in rough agreement with those of Rentzos-Holm (1996). As an example, for the hottest stars in our sample (6500 K), \(+0.07 \text{dex} \) is the correction to be applied to Fe I, while extrapolations from the figures in Rentzos-Holm (1996) indicate that Fe I should be adjusted by \(+0.05 \text{dex} \).

Our analyses are strictly differential with respect to the Sun. Hence, Fe I and Fe II abundances are expected to agree for stars with similar parameters. In fact, Fig. 5 shows that this is the case for the majority of these stars. Recall from Fig. 1 that there is an apparent increase in the discrepancy in \( \log g \) for the hottest stars, which could be the result of NLTE effects. However, the fact that the \( \log g \) offset appears to be independent of \( T_{\text{eff}} \), except for these hotter stars, suggests that this is not a result of NLTE effects alone, but could be due to other effects, such as the shortcomings of mixing-length theory or 1D model atmospheres. It is beyond the scope of this paper to discuss this in more detail and we suggest that a larger sample of Kepler stars, with both asteroseismic \( \log g \) values and accurate spectroscopic \( T_{\text{eff}} \), is needed to place stronger constraints on theoretical NLTE calculations.

### 7 THE ABUNDANCE PATTERNS

The distribution of metallicities is presented as a histogram in Fig. 6. Normally one would use Fe I lines, since stellar spectra typically have between 200 and 300 isolated lines for the slowly rotating stars in our sample. However, NLTE effects start to become important for Fe I above 6000 K (Section 6). The Fe II lines are less affected, since singly ionized iron is the most common state of Fe, and so we used Fe II as our primary metallicity indicator.

Fig. 6 includes only stars with at least 10 Fe II lines (85 stars). The peak value of the sample was computed from a fit of a Gaussian profile to the histogram (dashed bell-curve in Fig. 6). The central value is \(-0.04 \text{dex} \) with a full width at half-maximum (FWHM) of 0.35 dex. We have used a bin size of 0.05 dex, but we found that changing this in the range 0.02–0.10 only changed the mean metallicity by 0.02 dex. Similarly, using Fe I instead we found a mean value of \(-0.08 \text{dex} \).

When performing the asteroseismic analysis of Kepler light curves, one often does not have a reliable estimate of the metallicity. This is a problem when comparing with theoretical evo-

---

**Figure 5.** Difference in abundances determined from Fe II and Fe I in 79 unevolved stars using asteroseismic \( \log g \) values and without applying any NLTE corrections.

**Figure 6.** Histogram of the spectroscopically determined iron abundance. The diagram shows [Fe/H] using only Fe II lines as determined for 85 stars with at least 10 Fe II lines. The dashed curve is a Gaussian fit. The star with the lowest [Fe/H] = \(-1.14 \) is KIC 8760414.
lution grids, especially for evolved stars (Basu et al. 2010). Based on the distribution of metallicity in Fig. 6, we recommend that for such cases one adopts [Fe/H] = −1.4 indicates +0.3. However, we note that this small sample of stars with ‘extreme’ metallicity will be particularly interesting to study due to their different internal opacity, which may affect the asteroseismic properties of the stars.

In Fig. 7 we show the abundances of eight important elements versus the metallicity, Ni and Cr have the most lines in the spectra after Fe. Ti, Si and Ca also have many lines and are tracers of the α elements. C, N and O have fewer lines but are important because they directly affect the fusion processes in the core of the star. We only show abundances for stars with at least five lines of each element, except for N and O where two and three lines were considered enough to compute the mean abundance. Also, only stars with v sin i below 25 km s⁻¹ are included in the plots. Around 92 and 95 stars are shown in the top and middle panels, respectively, while 35 stars are shown in the bottom plot.

The abundance patterns in Fig. 7 indicate that Fe is a very good proxy for the metals, since the scatter is very low for the 92 stars plotted. The α elements show more scatter and, as expected, the low-metallicity stars have relatively high abundance of these elements. The CNO abundances are more uncertain, since they rely on relatively few lines, but they appear to show the same trend.

It is important to recall that the abundances we have inferred in this work are based on 1D LTE model atmospheres of the outer layer, with the content of helium cannot be measured, giving further uncertainty to the relative abundances. These surface abundances are assumed to fully represent those of the stellar interior. It can be debated whether the individual abundance patterns of the 13 elements in Table 4 should be used in the asteroseismic modelling. The scatter in the individual abundances shown in Fig. 7 is relatively small. Therefore, we recommend a simple approach, based on scaling the solar abundance with metallicity, except for metal-poor stars. For ensemble asteroseismology (Chaplin et al. 2011), we therefore recommend simply to use Fe I (or Fe II for stars hotter than 6000 K) from Table 4 to scale all elements. However, for stars with metallicity in the range −0.7 < [Fe/H] < −0.2, the α elements should be increased by 0.15 dex, and by 0.2 dex for CNO. Population II stars ([Fe/H] ≲ −1.0) will be measured, giving further uncertainty to the relative abundances.

\[
\text{Table 4. Abundances relative to the Sun and the number of lines used for 13 elements.} \quad \text{The adopted uncertainties are 0.07 dex for elements with more than five lines and 0.15 for other elements. The complete table is available in the electronic version of the article (see Supporting Information).}
\]

<table>
<thead>
<tr>
<th>KIC ID</th>
<th>Li</th>
<th>C</th>
<th>N</th>
<th>O</th>
<th>Na</th>
<th>Mg</th>
<th>Si</th>
<th>Ca</th>
<th>Ti</th>
<th>V</th>
<th>Cr</th>
<th>Fe</th>
<th>Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>1430163</td>
<td>1.09 11</td>
<td>−0.13 2</td>
<td>+0.03 4</td>
<td>−0.14 5</td>
<td>−0.08 2</td>
<td>−0.18 18</td>
<td>−0.13 20</td>
<td>−0.17 10</td>
<td>−0.10 1</td>
<td>−0.17 18</td>
<td>−0.14 233</td>
<td>−0.21 43</td>
<td></td>
</tr>
<tr>
<td>1435467</td>
<td>−0.11 10</td>
<td>+0.51 3</td>
<td>+0.10 5</td>
<td>+0.26 6</td>
<td>−0.04 2</td>
<td>+0.16 07</td>
<td>+0.02 13</td>
<td>+0.02 6</td>
<td>−0.11 10</td>
<td>+0.01 1</td>
<td>−0.08 16</td>
<td>−0.04 188</td>
<td>−0.06 21</td>
</tr>
<tr>
<td>2837475</td>
<td>−0.05 7</td>
<td>−0.31 3</td>
<td>−0.06 1</td>
<td>+0.05 2</td>
<td>−0.06 2</td>
<td>−0.09 1</td>
<td>+0.12 14</td>
<td>+0.05 10</td>
<td>+0.01 7</td>
<td>+0.13 4</td>
<td>−0.08 16</td>
<td>−0.04 188</td>
<td>−0.06 21</td>
</tr>
<tr>
<td>3424541</td>
<td>1.44 1</td>
<td>+0.34 8</td>
<td>+0.50 2</td>
<td>+0.43 1</td>
<td>+0.15 2</td>
<td>−0.24 1</td>
<td>+0.19 18</td>
<td>+0.17 5</td>
<td>+0.01 16</td>
<td>−0.21 1</td>
<td>−0.06 10</td>
<td>−0.02 69</td>
<td>+0.01 34</td>
</tr>
<tr>
<td>3427720</td>
<td>1.53 1</td>
<td>+0.05 7</td>
<td>−0.07 1</td>
<td>+0.06 2</td>
<td>−0.05 4</td>
<td>+0.04 2</td>
<td>−0.03 1</td>
<td>+0.11 11</td>
<td>+0.13 1</td>
<td>+0.13 8</td>
<td>−0.20 5</td>
<td>−0.05 12</td>
<td>+0.01 34</td>
</tr>
<tr>
<td>3430868</td>
<td>+0.04 4</td>
<td>+0.02 4</td>
<td>+0.21 2</td>
<td>+0.07 3</td>
<td>+0.08 2</td>
<td>+0.11 9</td>
<td>+0.02 29</td>
<td>+0.09 11</td>
<td>+0.02 11</td>
<td>+0.06 157</td>
<td>−0.03 44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3456181</td>
<td>1.59 1</td>
<td>+0.09 10</td>
<td>+0.01 1</td>
<td>+0.02 5</td>
<td>−0.20 4</td>
<td>−0.15 2</td>
<td>−0.23 24</td>
<td>−0.14 21</td>
<td>−0.24 19</td>
<td>−0.21 3</td>
<td>−0.28 20</td>
<td>−0.22 205</td>
<td>−0.29 45</td>
</tr>
<tr>
<td>3632418</td>
<td>−0.20 11</td>
<td>−0.19 2</td>
<td>+0.08 3</td>
<td>−0.14 6</td>
<td>−0.15 2</td>
<td>−0.17 25</td>
<td>−0.10 19</td>
<td>−0.19 18</td>
<td>−0.23 2</td>
<td>−0.21 20</td>
<td>−0.19 291</td>
<td>−0.22 291</td>
<td>−0.10 30</td>
</tr>
<tr>
<td>3656476</td>
<td>+0.34 12</td>
<td>+0.30 2</td>
<td>+0.16 5</td>
<td>+0.34 4</td>
<td>+0.42 2</td>
<td>+0.28 36</td>
<td>+0.29 9</td>
<td>+0.25 22</td>
<td>+0.29 17</td>
<td>+0.29 10</td>
<td>+0.31 221</td>
<td>+0.30 57</td>
<td>+0.28 17</td>
</tr>
<tr>
<td>3733735</td>
<td>−0.16 12</td>
<td>+0.18 2</td>
<td>−0.08 3</td>
<td>−0.08 2</td>
<td>−0.02 16</td>
<td>+0.03 18</td>
<td>+0.06 15</td>
<td>−0.11 16</td>
<td>−0.07 147</td>
<td>−0.10 35</td>
<td>−0.15 12</td>
<td>−0.07 18</td>
<td></td>
</tr>
</tbody>
</table>
are extremely rare in the Kepler field (we only observed one star KIC 8760414) and for these we recommend using an individually measured abundance pattern.

8 CONCLUSIONS

We have used high-precision stellar spectra to analyse the atmospheric properties of 93 solar-type stars that have been observed by Kepler. We have used the spectra to determine the effective temperature, surface gravity and heavy-element abundance of each star. These results will facilitate the asteroseismic investigation by providing accurate fundamental parameters of some of the brightest F5 to K1 type stars of the mission.

We find that the quantity [Fe/H] is sufficient to describe the metallicity of most stars in our sample. The [Fe/H] distribution can be well represented by a Gaussian with a mean of $-0.06$ dex and FWHM of 0.36 dex.

We confirmed that log g can be determined in a classical spectroscopic analysis while forcing neutral and ionized lines to give the same abundance. We find a systematic offset of the spectroscopic analysis while forcing neutral and ionized lines to give the measured abundance pattern. We find that the quantity [Fe/H] is sufficient to describe the heavy-element abundance of each star. We find a systematic offset of the spectroscopic analysis while forcing neutral and ionized lines to give the measured abundance pattern.
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