The ionospheric gravity and diamagnetic current systems
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[1] Large-scale currents in the ionosphere are driven by a variety of sources, including neutral winds, gravity, and plasma pressure gradients. While the stronger daytime wind-driven currents have been extensively studied, gravity and diamagnetic currents in the ionosphere have received very little attention but can have substantial effects even during the night. With the availability of a new generation of magnetic field models based on high-accuracy satellite magnetic measurements, it becomes increasingly important to account for these smaller current systems. In this work, we use the stand-alone NCAR TIEGCM electrodynamics solver along with empirical density, wind, and temperature inputs to model the global current systems caused by gravity and diamagnetism in the $F$ region ionosphere and calculate their magnetic perturbations. These results allow us for the first time to visualize the global structure of these currents and quantify their magnetic perturbations. We find a significantly higher gravity-driven current during the night than one would expect from the lower conductivity which is primarily due to a Pedersen current driven by polarization charges in the predawn sector. We find some discrepancies between the diamagnetic perturbation and a theoretical prediction which could be a result of magnetic tension due to the curvature of the geomagnetic field lines. These results will allow geomagnetic field modelers to account for these important current systems and create more accurate models. This work will also be crucial in analyzing ionospheric magnetic field measurements from upcoming satellite missions such as Swarm.


1. Introduction

[2] The Earth’s ionosphere is divided primarily into two layers, the $E$ region from about 90 to 150 km altitude, and the $F$ region from about 150 to 800 km altitude. In the $E$ region, currents are mainly driven by neutral winds, resulting in large-scale dynamo currents, such as the equatorial electrojet and the midlatitude Sq current system. During the night, the $E$ region typically disappears due to reduced ionization and its high recombination rate. In the higher-altitude $F$ region, there are also dynamo currents driven by thermospheric winds [Rishbeth, 1971]. Wind generated electric fields in the $F$ region are mapped along field lines to $E$ region heights. Zonal winds cause vertical current flows at the equator which divert meridionally into both hemispheres at higher altitudes and then close equatorward at lower altitudes. These vertical $F$ region dynamo currents have been detected in satellite data [Maeda et al., 1982; Lühr and Maus, 2006]. Current systems also exist in the $F$ region due to plasma effects. At the equator during daytime, zonal electric fields created by the global wind dynamo drive vertical ion drift, lifting plasma hundreds of kilometers upward, until gravity causes it to diffuse down magnetic field lines reaching an equilibrium roughly 15° on each side of the magnetic equator at $F$ region altitudes. This density enhancement is called the Equatorial Ionization Anomaly (EIA).

[3] The EIA can enhance two important plasma currents which are of interest in this paper: the gravity-driven and diamagnetic currents. The gravity-driven current is caused by plasma interacting with the Earth’s gravity and geomagnetic fields, while the diamagnetic current is driven by plasma pressure gradients. Due to the weak magnetic signature of both of these current systems (about 10,000 times smaller than the ambient geomagnetic field), it has historically been difficult to identify them in magnetic field measurements. However, these $F$ region currents have been found to play an important role in ionospheric dynamics, particularly during nighttime. Eccles [2004] studied the $F$ region gravity-driven and diamagnetic currents using a coupled ionosphere-electrodynamics model and found that the gravity-driven current contributes significantly to nighttime vertical drift velocities. Maus and Lühr [2006] first identified the gravity-driven current in satellite magnetic field observations, and found a large latitudinal range of current flowing. Lühr et al. [2003] first detected magnetic field depletions in satellite measurements which are due to the effects of the diamagnetic current. By assuming that the plasma pressure is exactly balanced by a change in magnetic pressure, they derived a
simple formula for the magnetic field depletion. This assumption is an approximation which neglects changes in magnetic tension, as we discuss later, and also neglects other forces parallel to the geomagnetic field, such as gravity and collisions with neutrals, which are important for balancing parallel pressure gradients. However, this assumption allows an estimation of diamagnetic corrections which are very important for high-accuracy geomagnetic field modeling [Lühr and Maus, 2010; Maus et al., 2010]. In this paper, we further study these two important current systems using a modeling procedure based on both first principles and empirical inputs. Through this work, we are able to study the global flow of the gravity-driven and diamagnetic currents, as well as study the accuracy of the diamagnetic effect formula proposed by Lühr et al. [2003].

2. Ionospheric Currents

Electric currents in the low and midlatitude ionosphere are primarily driven by winds, gravity and plasma pressure gradients. The expression for these currents is given by

\[ \mathbf{J} = \sigma (\mathbf{E} + \mathbf{U} \times \mathbf{B}) + \mathbf{J}_g + \mathbf{J}_d \]  

(1)

\[ \mathbf{J}_g = \frac{nm_i}{B^2} \mathbf{g} \times \mathbf{B} \]  

(2)

\[ \mathbf{J}_d = \frac{1}{B^2} \mathbf{B} \times \nabla P \]  

(3)

where \( \sigma \) is the conductivity tensor [Forbes, 1981, equation 10], \( \mathbf{E} \) is the electric field, \( \mathbf{U} \) is the neutral wind velocity field, \( n \) is the electron density, \( m_i \) is the ion mass, \( \mathbf{g} \) is the gravitational acceleration, \( \mathbf{B} \) is the ambient geomagnetic field with magnitude \( B \), \( P = nk(T_i + T_e) \) is the plasma pressure, \( k \) is the Boltzmann constant, \( T_i \) is the ion temperature, and \( T_e \) is the electron temperature. The first term on the right-hand side of equation (1) is responsible for the main ionospheric currents, including the equatorial electrojet and midlatitude Sq currents. These current systems are very prominent in the E region during the day but diminish significantly during the night due to a drop in E region conductivity. The second term \( \mathbf{J}_g \) represents the gravity-driven current. This term depends on electron density \( n \), and so we would expect this current to be strongest near the equatorial ionization anomaly (EIA) in the F region. Since the EIA is known to extend past the dusk terminator, this current could play a significant role during the night. The third term \( \mathbf{J}_d \) represents the diamagnetic plasma current which flows in the presence of plasma pressure gradients. The diamagnetic current in a plasma in equilibrium arises from the balance between the plasma pressure force and the Lorentz force:

\[ \nabla P = \mathbf{J} \times \mathbf{B} \]  

(4)

Here, \( P = nk(T_e + T_i) \) is the plasma pressure. Equation (4) arises from the standard magnetohydrodynamic equations for a plasma when assuming the net plasma flow acceleration is 0 (steady state), and ignoring gravity [Chen, 2006, equation 6–1]. We see immediately that in equilibrium, \( \mathbf{B} \cdot \nabla P = \mathbf{J} \cdot \nabla P = 0 \). This is an important statement, considering how complex the field and plasma distribution geometries may be. Crossing \( \mathbf{B} \) into both sides of equation (4) and considering current flow perpendicular to \( \mathbf{B} \) results in

\[ \mathbf{J}_d = \frac{\mathbf{B} \times \nabla P}{B^2} \]  

(5)

which is the diamagnetic current \( \mathbf{J}_d \). It is called diamagnetic because it tends to flow in such a way as to diminish the ambient magnetic field. Understanding the diamagnetic current and resulting field in the ionosphere is very important for correcting magnetic measurements in geomagnetic field modeling [Lühr and Maus, 2010]. The diamagnetic current will also be concentrated near the EIA since that is where the plasma pressure gradients are greatest. Lühr et al. [2003] report magnetic field depletions of up to 5 nT at a variety of local times at CHAMP satellite altitude due to these currents. The \( \mathbf{J}_g \) and \( \mathbf{J}_d \) terms are strictly valid only when the ion collision frequency is small in comparison with the gyrofrequency about the magnetic field. Since both the gravity-driven and diamagnetic current systems are most prominent in the F region, where this condition is true, these terms are acceptable approximations of their respective currents.

The gravity and diamagnetic currents cause secondary electric fields to build up which maintain a divergence-free current. These electric fields are contained in the first term of equation (1). Taking, for example, the gravity-driven current \( \mathbf{J}_g = nm_i g \times \mathbf{B}/B^2 \), one can see that this expression is not necessarily divergence free for an arbitrary \( \mathbf{B} \) and \( n \), and so secondary electric fields will build up to ensure a divergence-free current, which will in turn close the flow of the gravity-driven current. A similar statement can be made for the diamagnetic term \( \mathbf{J}_d \). Determining these secondary electric fields and their corresponding ionospheric currents is discussed in more detail in section 3. In section 4, we discuss our findings related to the gravity-driven current. In section 5, we present our model of the diamagnetic currents and their relation to the work of Lühr et al. [2003]. Finally we make some concluding remarks in section 6.

3. Modeling the F Region Currents With TIEGCM

The NCAR TIEGCM (Thermosphere Ionosphere Electrodynamics General Circulation Model) [Roble et al., 1988; Richmond et al., 1992; Richmond, 1995] calculates self-consistently the dynamics, energetics, chemistry and electrodynamics of the ionosphere and thermosphere. While it would be possible to use the full model to compute the ionospheric currents, we found it preferable to use only the electrodynamic solver from TIEGCM, and use external empirical models for the needed ionospheric inputs. The TIEGCM electrodynamic solver calculates an electric potential \( \Phi \), and a corresponding electric field \( \mathbf{E} = -\nabla \Phi \), which causes \( \mathbf{J} \) in equation (1) to satisfy

\[ \nabla \cdot \mathbf{J} = 0 \]  

(6)

with suitable boundary conditions. \( \Phi \) is generated by polarization charges which build up to ensure a divergence-free current. Assuming that the conductivity along geomagnetic field lines is very high, the electric field component in this direction is negligible, and so equation (6) reduces to a two-dimensional equation for the electric potential in magnetic
apex coordinates when integrated along magnetic field lines from the foot point at the base of the ionosphere in the southern hemisphere to the foot point in the northern hemisphere [Richmond, 1995, equation 5.23]. The high-latitude boundary condition, providing the coupling between the ionosphere and magnetosphere is provided by the convection model of Heelis et al. [1982]. The equatorial boundary condition is given by the condition that the meridional field-line-integrated current density must vanish [Richmond, 1995, equation 5.31].

[7] The remaining inputs to the electrodynamo solver are the ionospheric conductivities, neutral winds, and geomagnetic field. The conductivities rely on the ion, electron and neutral temperatures and densities. The density and temperature inputs for the electrons and ions were computed using the International Reference Ionosphere model IRI2007 [Bilitza and Reinisch, 2008]. IRI2007 provides climatologies of electron and ion densities and temperatures in the altitude range 50 km to 2000 km. The density and temperature inputs for the neutral particles were computed using the Mass Spectrometer Incoherent Scatter model NRLMSISE-00 [Picone et al., 2002]. NRLMSISE-00 models climatological densities and temperatures of the neutral atmosphere from the Earth’s surface to the exobase. The neutral wind velocity field was computed using the Horizontal Wind Model HWM07 [Drob et al., 2008; Emmert et al., 2008], which provides the climatologies of the zonal and meridional wind components. The geomagnetic field input was specified by the IGRF model [Finlay et al., 2010].

[8] To facilitate the calculation of the ionospheric currents, we developed a subroutine to calculate the empirical densities, temperatures and winds using the above models, supply them to the TIEGCM electrodynamic solver, and isolate the gravity-driven and diamagnetic currents from the output. For the case of the gravity-driven current, this was accomplished by running the TIEGCM electrodynamic solver twice, once with all current terms provided, and once with the gravity term set to zero. By subtracting the latter solution from the former, we were able to isolate only the gravity contribution to the total current, accounting for the secondary electric fields built up. We isolated the diamagnetic current using the same procedure setting the corresponding term in the current equation to zero. Although current flows both perpendicular and parallel to \(B\), we analyze only the larger perpendicular component in this study, since the parallel field-aligned currents are not yet computed by TIEGCM.

4. Features of the Gravity-Driven Current

[9] In Figure 1 (top), we plot the total gravity-driven current solution from our simulation for 0000 UT on 21 March 2003 using a solar radio flux index of \(F_{10.7} = 120\), displaying the direction and magnitude of the current at each grid point with arrows. Figure 1 (top) shows the height-integrated horizontal component of the current perpendicular to \(B\) from 95 km to 640 km as a function of geographic latitude and longitude. We see that at low latitudes, the current is primarily magnetic eastward, following the dip equator. To illustrate the effect of the secondary polarization electric fields, we plot in Figure 1 (bottom) the height-integrated current flow \(J_g\). In Figure 1 (bottom) we see the current magnitude diminish significantly during the night, due to the lower electron density which gives rise to a divergent current. Figure 1 (top) does not have this feature, indicating the additional buildup

---

Figure 1. Height-integrated gravity-driven currents for (top) model calculation and (bottom) analytic term \(J_g\) for 0000 UT on 21 March 2003. Vertical lines indicate the positions of 0600 and 1800 local times. Red curve indicates position of the magnetic equator at 350 km altitude.
of secondary electric fields in the predawn local time sector to maintain eastward current flow. One of the most important open questions regarding the gravity-driven current is the physical mechanism enabling it to close across this region of low conductivity.

[10] In a previous study, Maus and Lühr [2006] conjectured that the gravity-driven current would be restricted by its “bottleneck” of least ion density. Therefore, stronger currents on the dayside would be inhibited by weaker currents on the nightside. Interestingly, Figure 1 indicates that the nighttime current is stronger than one would expect from the low conductivity. This indicates the build up of strong polarization charges and induced electric fields to account for this stronger current. To investigate this further, we analyzed the polarization electric fields as computed by our simulation. We calculated the polarization electric fields due to the gravity-driven current by again running the model twice, once with all currents enabled and once with the gravity term turned off, and taking the difference. Then, the Pedersen and Hall conductivities along with the polarization electric field components enable the computation of the secondary currents. We are interested in whether a Pedersen or Hall current...
Figure 3. Gravity-driven current as a function of longitude and altitude for 0000 UT on 21 March 2003. Quasi-dipole latitude is held fixed at 0°. Vertical lines indicate the positions of 0600 and 1800 local times. Due to the much larger distance covered by the horizontal axis, two separate scaling factors were used in the vertical and horizontal directions as shown, in order to better visualize the current flow.

We can explain the enhanced current feature seen in the predawn sector. The total gravity-driven current can be expressed as

\[ J^T_g = \sigma E_g + J_g = \sigma E_g + \frac{\eta m_i}{B^2} g \times B \]  

where \( E_g \) is the polarization electric field built up due to the divergent term \( J^d_g \). In Figure 2, we show the individual contributions from the \( J^d_g \) term and the Pedersen and Hall currents contributing to the \( \sigma E_g \) term:

\[ J_p = \sigma_p E_g^\perp \]  

\[ J_h = \sigma_h \hat{b} \times E_g \]  

where \( \sigma_p \) is the Pedersen conductivity, \( \sigma_h \) is the Hall conductivity, \( E_g^\perp \) is the polarization electric field component perpendicular to the magnetic field, and \( \hat{b} \) is a unit vector in the direction of the magnetic field. Figure 2a shows \( J_p \) in red and the Pedersen current in blue. Here we see that in the predawn sector where \( J^d_g \) is small due to the low conductivity, the Pedersen current grows substantially to provide current flow across the dawn terminator. We also find in the local time region 1800–2200, the Pedersen current grows and opposes the flow of \( J_h \). Figure 2b shows \( J_h \) in red and the Hall current in blue. We see that the Hall current has a localized effect in the predawn sector which causes current flow across the dawn terminator, and opposes the gravity current flow during the daytime. The concentrated westward Hall current near the daytime magnetic equator is the manifestation of the equatorial electrojet current by the polarization electric field. Figure 2c shows the sum of the Pedersen and Hall currents in blue against \( J_g \) in red. The main conclusion of Figure 2 is that the daytime maximum of the \( J_g \) current does not flow uninterrupted into the night, nor does the lower nighttime extreme restrict the current during the day. Instead, an equilibrium current strength is reached between the two extremes, primarily enabled by the Pedersen current, but also aided by the Hall current. Built-up polarization charges are physically responsible for the fields driving these currents.

To further explore the structure of this current system, we show in Figure 3 the gravity-driven current on the same day and UT, holding quasi-dipole latitude fixed at 0°. The arrows represent the vertical and longitudinal components of the total gravity-driven current flow \( J^T_g \). While we continue to see that the current flow is primarily eastward, interestingly it becomes stronger at lower altitudes as the night progresses. This is most likely due to the fact that the current is dominated by \( J^d_g \) in the evening, which peaks at a higher altitude, and by the Pedersen current in the early morning, peaking at a lower altitude. Looking at Figure 3 along with the latitudinal structure from Figure 1, it seems probable that there is a divergence of current perpendicular to \( \mathbf{B} \) during the night. This indicates there could be an additional flow of current along magnetic field lines.

5. Features of the Diamagnetic Current

In Figure 4 we plot the diamagnetic current flow calculated from our model at 15° geographic latitude and 1700 UT on 21 March 2003, overlayed on top of the electron density as provided by IRI. The arrows represent the vertical and longitudinal components of the total diamagnetic current flow \( J^d_d = \sigma E_d + J_d \), where \( E_d \) is the polarization electric field built up due to the divergent term \( J_d \). We see here the current flows around the density enhancement in a direction which will reduce the ambient geomagnetic field and is strongest in regions where the electron density changes most rapidly, as expected. One question of great interest is the magnitude of the magnetic field depletion resulting from this current. Knowledge of this depletion would aid greatly in correcting satellite measurements for highly accurate geomagnetic field.
modeling. Combining Maxwell’s equation \( \nabla \times \mathbf{B} = \mu_0 \mathbf{J} \) with equation (4) yields the relation

\[
\nabla \left( P + \frac{B^2}{2\mu_0} \right) = \frac{1}{\mu_0} (\mathbf{B} \cdot \nabla) \mathbf{B}
\]  

(10)

The left-hand side is the sum of plasma pressure and magnetic pressure forces, while the right-hand side represents magnetic tension due to the curvature of the field lines. By defining \( \mathbf{B} = \mathbf{B} + \mathbf{b} \), we can show

\[
\frac{1}{\mu_0} (\mathbf{B} \cdot \nabla) \mathbf{B} = \frac{d}{db} \left( \frac{B^2}{2\mu_0} \right) \mathbf{b} + \frac{B^2}{\mu_0} \frac{1}{R_e} \mathbf{n}
\]  

(11)

where \( b \) is a coordinate which varies along \( \mathbf{B} \), \( \mathbf{b} \) is the unit vector in the direction of \( \mathbf{B} \), \( R_e \) is the radius of curvature of the field line, and \( \mathbf{n} = \mathbf{B} / dB/ db \) is a vector normal to the field line and directed antiparallel. We see that there will be a net tension if the field lines are curved or if the magnetic field strength varies along itself. Lühr et al. [2003] proposed a solution to equation (10) neglecting magnetic tension so the right-hand side would vanish, leading to a calculation of the parallel magnetic field perturbation due to the pressure \( P \):

\[
h_c = -\frac{\mu_0 P}{B_0}
\]  

(12)

Here, \( B_0 \) represents the unperturbed ambient field, and the negative sign indicates the ambient field magnitude is reduced. While equation (12) has been used to correct satellite magnetic measurements for modeling [Lühr and Maus, 2010], it remains an open question as to how accurate the formula is in the presence of curved field lines, as one finds in the Earth’s geomagnetic field. To study this, we directly calculated the magnetic field resulting from the diamagnetic current computed by our model. This was done by first interpolating the current, represented in magnetic apex coordinates, to geographic spherical coordinates. The magnetic field of the resulting current was calculated using the toroidal and poloidal field decompositions of the current vector as described in detail by Backus [1986] and briefly discussed below.

[1] A solenoidal vector field \( \mathbf{J} \) may be decomposed as

\[
\mathbf{J} = \nabla \times (\mathbf{b} \times \mathbf{p}) + \mathbf{q}
\]  

(13)

\[
\hat{\mathbf{b}}(r, \theta, \phi) = \nabla \times (r \mathbf{J}_1)
\]  

(14)

\[
\hat{\mathbf{q}}(r, \theta, \phi) = \nabla \times (\mathbf{J}_1 \times \mathbf{r})
\]  

(15)

where \( \times = \mathbf{r} \times \nabla \), \( \mathbf{J}_1 = \mathbf{J} - \hat{\mathbf{b}} \mathbf{r} \), and \( \mathbf{p} \) and \( \mathbf{q} \) are scalar functions representing the poloidal and toroidal components of \( \mathbf{J} \), respectively. It can also be shown that \( \mathbf{b} \times \mathbf{J}_1 = \nabla \times (\mathbf{J}_1 \times \mathbf{r}) \).

[14] Applying the same decomposition to the magnetic field \( \mathbf{B} \) and applying Maxwell’s equation \( \nabla \times \mathbf{B} = \mu_0 \mathbf{J} \) yields

\[
\mathbf{B} = \nabla \times (\mathbf{p} \times \mathbf{q})
\]  

(16)

\[
\mathbf{q} = \mu_0 \hat{\mathbf{b}}
\]  

(17)

\[
\nabla^2 p = -\mu_0 \hat{\mathbf{q}}
\]  

(18)

The advantage of this method is \( \hat{\mathbf{p}} \) and \( \hat{\mathbf{q}} \) can be computed very efficiently using spherical harmonic expansions of \( r \mathbf{J}_1 \) and \( \mathbf{b} \times \mathbf{J}_1 \) from equations (14) and (15), since the operator \( \nabla \times (r \mathbf{J}_1) \) acting on a spherical harmonic \( Y_{lm} \) simply produces a multiplicative factor of \(-1/(l + 1)\). The toroidal magnetic field coefficients \( \hat{q}_l^m(r) \) are trivially related to \( \hat{p}_l^m(r) \) using equation (17) and so the main task is to solve for the poloidal magnetic field coefficients \( \hat{p}_l^m(r) \). Equation (18) leads to a Sturm-Liouville equation for the radial coefficients \( \hat{p}_l^m(r) \) which can be solved by means of Green’s functions [Engels and Olsen, 1998, equation 9]:

\[
\hat{p}_l^m(r) = \int_a^b G_l(r, s) s^2 \hat{q}_l^m(s) ds
\]  

(19)

where

\[
G_l(r, s) = \frac{1}{27 + 1} \begin{cases} \binom{r}{s}^l \frac{1}{s} & r \leq s \\ \binom{s}{r} \frac{1}{r} & r > s \end{cases}
\]  

(20)

and the integration is performed radially over the current region, defined by a spherical shell \( S(a, b) \) (i.e., \( \mathbf{J} = 0 \) outside this shell). We solved the integrals in equation (19) by reformulating them in terms of an ordinary differential equation, and then using a Runge–Kutta solver. Defining

\[
y_l^m(r, b) = \int_a^b G_l(r, s) s^2 \hat{q}_l^m(s) ds
\]  

(21)

we can construct an ODE system:

\[
\frac{d}{ds} y_l^m(r, s) = G_l(r, s) s^2 \hat{q}_l^m(s)
\]  

(22)

\[
y_l^m(r, a) = 0
\]  

(23)

where the desired solution is

\[
\hat{p}_l^m(r) = y_l^m(r, b)
\]  

(24)

Equations (22) and (23) were solved using an adaptive step size eighth-order Runge–Kutta Prince-Dormand method. With the \( \hat{p}_l^m(r) \) and \( \hat{q}_l^m(r) \) known, equation (16) can be used to compute the magnetic field [see Engels and Olsen, 1998, equation 6]. The toroidal/poloidal decomposition method outlined above for computing magnetic fields is significantly superior to Biot-Savart type methods, both in terms of efficiency and accuracy, especially in the current region where Biot-Savart integrals contain a singularity.

[12] Once we calculated the magnetic field \( \mathbf{B}^T_0 \) from the diamagnetic current \( \mathbf{J}^T_0 \) in order to compare with equation (12), we computed the quantity

\[
h_c = \frac{\mathbf{B}^T_0}{B_0}
\]  

(25)

This gives the component of the diamagnetic field in the direction of the ambient field which is the same quantity calculated by Lühr et al. [2003] for the nontension case. In
Figure 5. Calculated diamagnetic field (solid) perturbation with theoretical prediction (dashed) as a function of quasi-dipole latitude for 1700 UT on 21 March 2003, altitude 350 km for three different local times.

Figure 6. Analytic diamagnetic field perturbation ($b_A$, solid) with theoretical prediction ($b_L$, dashed) for dipole equilibrium test case, plotted as a function of $r/R_0$ for four different latitudes. Tension force magnitude (dotted) plotted on second vertical axis.

The plasma pressure is

$$P = P_0 \left( \frac{R_0}{r} \right)^{2\alpha + 4} h(x)^{2/\alpha}$$

where $P_0$ is the pressure at some reference surface which intersects the dipole equatorial plane at cylindrical radius $R_0$, $x = \cos \theta$, $\alpha$ is a constant related to the plasma $\beta_0 = (\text{plasma pressure})/(\text{magnetic pressure})$ which is evaluated on the chosen reference surface. To evaluate the magnetic pressure on this surface, we choose $B_R$ to be the magnetic field strength at $R_0$ on the dipole equatorial plane, so that $\beta_0 = 2\mu_0 P_0/B_R^2$. For plasmas with $\beta_0 \ll 1$, $\alpha = 1 - 512/\beta_0/1001$. Finally, $h(x)$ is a function which satisfies the nonlinear dipole Grad-Shafranov equation and in the small $\beta_0$ limit is given by

$$h(x) = 1 - \frac{192}{1001} \beta_0 \sum_{i=1}^{5} c_i \left[ 1 - (1 - x^2)^i \right]$$

We are interested in whether this discrepancy is due to an error in the modeling or in the theoretical prediction. Since the theoretical prediction is strictly valid only when the ambient field (and the resulting diamagnetic field) have no curvature, we seek a system in equilibrium in a more complex field geometry with an analytical solution for comparison. Krasheninnikov et al. [1999] provide an explicit solution for the plasma pressure, diamagnetic current, and total magnetic field for a system in equilibrium in a dipole field geometry. In such a system, we would start with an ambient dipole field, supplied for example by a planetary magnetic field or in a laboratory by a small levitated current ring [Hasegawa et al., 1990]. Plasma is then introduced to the system and the configuration is allowed to reach a steady state equilibrium. The resulting plasma profile, plasma current and total magnetic field are restated below and the reader is referred to Krasheninnikov et al. [1999] for more details.
with the coefficients \( c_i = (1, 5, 35, 21, 77) \) [Krasheninnikov et al., 1999, equations 12 and 15]. The diamagnetic current and total magnetic field are then given by

\[
\mathbf{J} = \frac{\beta_0 (2 + \alpha) B_R R_0^{2a+2}}{\rho_0 r^{a+3}} \sin \theta h(\alpha)^{1/4} \hat{\phi}
\]

\[
\mathbf{B} = B_R R_0^{a+2} \left[ \frac{\alpha h}{\sin \theta} - \frac{d h}{d \theta} \right]
\]

It can be verified that the MHD equilibrium equations and Maxwell’s equations are satisfied by this field and plasma configuration. We see that in the vacuum limit, \( \beta_0 \to 0 \), \( \alpha \to 1 \), \( \mathbf{J} \to 0 \), \( h \to \sin^2 \theta \) and \( \mathbf{B} \) reduces to a simple dipole field. This field can be expressed as

\[
\mathbf{B}_e = \frac{F}{2\pi} \frac{R_0}{r^3} \left[ \sin \theta \hat{\theta} + 2 \cos \theta \hat{\varphi} \right].
\]

where \( F = 2\pi R_0^3 B_R(\alpha) \) is the magnetic flux through the dipole equatorial plane for \( R > R_0 \). If we consider \( R_0 \) to be representative of the mean height of the ionosphere, it is more physically realistic to hold the flux \( F \) constant than \( B_R \) when analyzing the vacuum limit, because the field strength in the equatorial ionosphere is not constant when plasma pressure changes, but the displacement of magnetic flux out of the ionosphere by plasma pressure does tend to reduce the ionospheric field and increase the field at high altitudes in a manner analogous to the model of Krasheninnikov et al. [1999]. The analytical field depletion due to the diamagnetic current can now be defined as

\[
b_A = |\mathbf{B}| - |\mathbf{B}_e|
\]

[17] This can be directly compared with equation (12), where \( B_0 = |\mathbf{B}_e| \). In Figure 6 we plot the analytic result \( b_A \) against the theoretical prediction \( b_L \) as a function of \( r/R_0 \) for our test case for four different latitudes with the following parameters: \( \beta_0 = 0.01 \), \( F = 1.2 \times 10^{10} \text{Wb} \), \( R_0 = R_E = 6371.2 \text{km} \). We also plot the magnitude of the tension force (the RHS of equation (10)) on the second vertical axis. We see that in the equatorial region, where the tension magnitude is smallest, \( b_t \) has the best agreement with \( b_A \). The agreement in the 30° and 45° latitude plots is significantly worse, since the magnetic tension is higher. In these plots, the \( b_L \) predicted by Lühr et al. [2003] is small in magnitude, primarily due to the plasma pressure \( P \) dropping off very rapidly at high latitudes. To further illustrate the effect, we plot in Figure 7 the analytic result \( b_A \) against the theoretical prediction \( b_L \) as a function of latitude, holding \( r \) fixed at \( R_0 \). Magnetic tension is again plotted on the second vertical axis. We find good agreement at low latitudes where the tension is minimum, and significant disagreement at mid and high latitudes where tension is large. Since the Earth’s geomagnetic field has a large dipole moment, it is likely that magnetic tension plays a significant role in the ionospheric diamagnetic effect and cannot be ignored.

6. Conclusion

[18] We have successfully modeled the F region gravity-driven and diamagnetic current systems using the NCAR TIEGCM model with empirical density, wind and temperature inputs. The global gravity-driven current structure exhibits a strong eastward flow at low latitudes primarily following the equatorial ionization anomaly as expected. The current strength during the night is significantly higher than expected from the low conductivity, but not as high as the strongest local daytime current magnitude as computed from \( \mathbf{J}_e \). This is due to the buildup of significant polarization electric fields in the predawn sector as well as during the day. During the night, the gravity-driven current strength descends in altitude and diverges perpendicular to \( \mathbf{B} \), implying that there is also a significant field-aligned current, which is not currently calculated. The diamagnetic current structure has also been presented, which is also prominent near the EIA. The magnitude of its ambient field depletion has been calculated by directly computing its magnetic field. These field depletions were compared with the theoretical prediction of Lühr et al. [2003] with significant discrepancies. These discrepancies could be due to magnetic tension of the curved geomagnetic field, which was not accounted for by the theoretical prediction. They could also be due to inaccuracies in the TIEGCM modeling, such as the neglect of the influence of parallel currents, which we plan to investigate in a future study. With this modeling framework in place, the next step will be to compare satellite data with our modeling predictions to determine the model’s accuracy. The benefits of having an accurate ionospheric current model include creating more accurate ionospheric magnetic field models, as well as gaining the ability to further analyze high-accuracy magnetic field measurements from future satellite missions.
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