Trends in Arctic sea ice extent from CMIP5, CMIP3 and observations
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1 The rapid retreat and thinning of the Arctic sea ice cover over the past several decades is one of the most striking manifestations of global climate change. Previous research revealed that the observed downward trend in September ice extent exceeded simulated trends from most models participating in the World Climate Research Programme Coupled Model Intercomparison Project Phase 3 (CMIP3). We show here that as a group, simulated trends from the models contributing to CMIP5 are more consistent with observations over the satellite era (1979–2011). Trends from most ensemble members and models nevertheless remain smaller than the observed value. Pointing to strong impacts of internal climate variability, 16% of the ensemble member trends over the satellite era are statistically indistinguishable from zero. Results from the CMIP5 models do not appear to have appreciably reduced uncertainty as to when a seasonally ice-free Arctic Ocean will be realized. Citation: Stroeve, J. C., V. Kattsov, A. Barrett, M. Serreze, T. Pavlova, M. Holland, and W. N. Meier (2012), Trends in Arctic sea ice extent from CMIP5, CMIP3 and observations, Geophys. Res. Lett., 39, L16502, doi:10.1029/2012GL052676.

1. Introduction

2 As assessed from the modern satellite passive microwave data record that began in October 1978, Arctic sea ice extent exhibits downward linear trends in all months. The trend is largest for September (the end of the summer melt season), and appears to have steepened with time [Stroeve et al., 2012]. Through 2011, the linear rate of decline for September is $-12.9 \pm 1.4\%$ per decade, equating to a reduction of more than 30% since the late 1970s. This decline has been attended by a transition towards a thinner, younger ice cover [e.g., Kwok, 2007; Maslankik et al., 2007]. At the end of summer 2011, only 25% of the ice was more than two years old, compared to 50–60% during the 1980s [Stroeve et al., 2012]. Almost none of the oldest and thickest ice (at least five years old) remains (3% in February 2012 compared to 30–40% in the 1980s). Impacts of ice loss include easier marine access to the Arctic, increased coastal erosion, changing ecosystems and, potentially, altered weather patterns in middle latitudes [e.g., Francis and Vavrus, 2012]. Better understanding the observed rate of sea ice loss and the ongoing evolution towards a seasonally ice-free Arctic Ocean has been cited as a “grand challenge” of climate science [Kattsov et al., 2010].

3 Coupled global climate models not only provide estimates of when a seasonally ice-free Arctic may be realized, but also provide insight into the degree to which the observed trend reflects anthropogenic forcing versus internal climate variability. Based on simulations from models participating in the World Climate Research Programme (WCRP) Coupled Model Intercomparison Project Phase 3 (CMIP3), incorporating observed estimates of climate forcings, Stroeve et al. [2007] attributed 47% to 57% of the observed September sea ice extent trend over the period 1979–2006 to anthropogenic forcing. They also found that the observed trend exceeded nearly all of the trends simulated by the individual models and their ensemble members, suggesting that (a) the CMIP3 models, as a group, are “conservative”, implying that (b) the anthropogenic component of the trend is larger than their estimate, and (c) a seasonally ice-free Arctic may be realized in only a few decades.

4 Conclusions that the CMIP3 models are conservative must be tempered by recognition that the comparison of observed and modeled time series is over a fairly short period of record for which trends can be strongly influenced by internal climate variability [e.g., Stroeve et al., 2007; Kattsov et al., 2010; Kay et al., 2011]. It is hence possible that the underlying reason for the observed trend falling outside the envelope of the CMIP3 trends is that the observed decline is a statistically rare natural event, not captured by the limited size of the CMIP3 ensemble members [Kattsov et al., 2010]. Indeed, Winton [2011] concludes that the period of sea ice observations is too short to quantify the impact of anthropogenic forcing on the trend using model output.

5 Here, we use two metrics to evaluate the performance of climate models contributing to the Phase 5 (CMIP5) project. The distribution of simulated extents over the period of observations is used to assess how well the models capture the observed state of the ice cover. Trends in simulated ice extent are then used as a measure of the ability of the models to capture the response of the ice cover to global climate change. It is possible that a model can capture the historical state but not the trend. We compare results of these evaluations to those based on the CMIP3 simulations. The CMIP5 models will become the main source of climate
projections assessed by the International Panel on Climate Change (IPCC) in its 5th Assessment Report.

2. Methods

2.1. Observations

We primarily rely on the passive microwave satellite data record for 1979–present, which provides consistent estimates of sea ice extent combining data from several sensors: the Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR, 1979–1987), the DMSP Special Sensor Microwave Imager (SSM/I, 1987–2007) and the Special Sensor Microwave Imager/Sounder (SSMIS, 2008-present) [Fetterer et al., 2002]. Extent is defined as all pixels with an ice concentration of at least 15%. We also compare model output with a longer time series (1953–2011) based on blending the Hadley Centre Global Sea Ice and Sea Surface Temperature (HadISST) data record [Rayner et al., 2003], a merged 1972–2002 ESMR-SMMR-SSM/I time-series [Cavalieri et al., 2003] and the Fetterer et al. [2002] 1979–2011 record that is part of the National Snow and Ice Data Center (NSIDC) Sea Ice Index (SII). While having more confidence in the shorter passive microwave record, the longer record captures more of the internal variability of sea ice extent.

To blend the three time series, mean monthly values from the 1972–2002 ESMR-SMMR-SSM/I record were first adjusted to match the 1979–2002 portion of the SMMR-SSM/I-SSMII SII record, based on the monthly average differences. Next, monthly means from HadISST for the period 1972–1978 were compared to means for the same period from the adjusted ESMR-SMMR-SSM/I record. The average difference for each month was then used to adjust the 1953–1978 HadISST record to fit with the adjusted 1972–1978 data. These adjustments effectively reduced sea ice extent over the period 1953–1978, particularly during summer, resulting in a 1953–2011 September trend of $-0.44 \times 10^6 \text{ km}^2 \text{ decade}^{-1}$ (or $-6.3\% \text{ decade}^{-1}$) compared to a trend of $-0.67 \times 10^6 \text{ km}^2 \text{ decade}^{-1}$ (or $-9.0\% \text{ decade}^{-1}$) when using the unadjusted HadISST record (1953–1997) in combination with NSIDC’s SII record (1979–2011) as described in Meier et al. [2007].

2.2. Model Output

We processed 56 ensemble members from 20 climate models in the CMIP5 archive spanning both the 20th century (1850–2005), incorporating observed climate forcings, and the representative concentration pathway (RCP) 4.5 future emission scenario. RCP4.5 stabilizes radiative forcing at 4.5 W m$^{-2}$ in the year 2100, resulting in approximately 550 ppm of CO$_2$ by 2100 [Meehl et al., 2012]. Use is made of the same CMIP3 20th century and future “business as usual” (SRES A1B emission scenario) model output examined by Stroeve et al. [2007]. A1B attains CO$_2$ levels of 750 ppm by 2100 and is hence a more aggressive scenario than RCP4.5.

Time-series of simulated ice extent for the period 1850 to 2100 were compiled by splicing time-series from matching historical runs and future emission scenario runs. While such splicing allows for comparisons over the entire observational period, it may introduce effects of forcing discontinuities [Arblaster et al., 2011]. Homogeneity of the spliced series was visually assessed and found to be reasonable.

A subset of models was selected for calculating the multi-model ensemble mean and seasonal cycle. Models were selected by comparing the distribution of the simulated September extent with the observed range as computed over the period 1953–1995. Models with more than 75% of their distribution falling outside of the observed range of $6.13$ to $8.43 \times 10^6 \text{ km}^2$ were rejected. Of the 20 CMIP5 models, 17 models were retained, resulting in a total of 38 ensemble members. The rejected models were CanESM2, CSIRO Mk3.6 and GISS-E2-R, with GISS-E2-R having a 1953–1995 mean September extent below $5.0 \times 10^6 \text{ km}^2$, or at levels not observed until recently (2007–2011) and CSIRO Mk3.6 having September extents in excess of $11.0 \times 10^6 \text{ km}^2$. Extents from NCAR CCSM4 and CESM straddle the mean observed extent. Only three models (IPSL-CM5A-LR, MIROC5 and NorESM1-M) have extents towards the high end of the observed range and four (HadGEM2-ES, MIROC4h, MRI-CGCM3 and INMCM4) have more than 25% of extents below the observed minimum extent. Applying the same criteria to the CMIP3 models resulted in retention of 34 ensemble members from 15 models. Six were excluded (CSIRO Mk3.0, GFDL CM2-1, GISS E-R, INGV ECHAM4, INMCM3, MIROC 3-2-hires), with GISS E-R and CSIRO MK3.0 having a 1953–1995 mean extent in excess of $11.0 \times 10^6 \text{ km}^2$ and the other four models having values below $5.0 \times 10^6 \text{ km}^2$.

While we use a subset of models to compare the multi-model ensemble means between the CMIP3 and CMIP5 archives, a robust approach to model pre-selection has yet to be identified in the literature. For completeness, we hence show September trends for all CMIP5 models, including the rejected ones, and list multi-model ensemble means for both the subset and the full model suite in Table S1 in the auxiliary material.

While focusing on September, we also examined March, but using the CMIP5 and CMIP3 models selected on the basis of September ice extent. For March, the observed 1953–1995 sea ice extent is $16.10 \times 10^6 \text{ km}^2$, ranging from 15.32 to $16.60 \times 10^6 \text{ km}^2$. Extents for six CMIP5 models (CCSM4, CanESM2, GFDL-CM3, IPSL-CM5A-MR, INMCM4, NCAR CESM) fall within the maximum and minimum observed values for March. The four MIROC models, as well as NorESM1-M, have 100% of their March extents below the minimum observed value, whereas extents from CNRM-CM5, HadCM3, HadGEM2-CC, IPSL-CM5A-LR and MRI-CGCM3 fall above the maximum observed value.

3. Results

3.1. Seasonal Cycle

Figure 1 shows monthly mean sea ice extents from the CMIP5 and CMIP3 multi-model ensemble means for the period 1979 to 2011 along with the observed values. Results for 1953–2011 are similar. For each month, model data are shown as box and whisker plots, constructed from all runs of all models selected for analysis (38 ensemble members for CMIP5 and 34 ensemble members for CMIP3).

1Auxiliary materials are available in the HTML. doi:10.1029/2012GL052676.
The seasonal cycle of sea ice extent is well represented in the CMIP5 ensemble. Inter-quartile ranges from the CMIP5 ensemble overlap the ranges of observed extents in all months. However, in winter, the mean and median of the CMIP5 ensemble are greater than the observed mean extent. Although the distributions of CMIP3 extents are similar to CMIP5, the mean and median extents have a positive bias with respect to both the CMIP5 models and observations. CMIP3 also has a larger spread of extents in winter months, resulting from an ensemble member with a winter extent exceeding $20.0 \times 10^6$ km$^2$ (GFDL CM2.0). Since models are selected based on their ability to capture observed extent in September, this can result in a larger spread during other months. This may in part explain why the multi-model ensemble median winter extents exceed the observed extent by at least $1.0 \times 10^6$ km$^2$ during these months is smaller than in winter, the overall spread of CMIP5 extents increases. This in part reflects low summer extents in MIROC4h. As for winter, distributions of extents from CMIP3 are biased high in summer months.

### 3.2. Evolution of September and March Ice Extent

The large panel in Figure 2a shows for September the observed sea ice extent (red line) along with the modeled CMIP5 ice extent spanning 1900 to 2100. At the start of the 20th century, the September ice extent from all ensemble members ranges from $4.4 \times 10^6$ km$^2$ (CanESM2) to $11.6 \times 10^6$ km$^2$ (CSIRO Mk3). This is similar to the range found in the full suite of CMIP3 ensemble members (47), 5.1 to 12.1 $\times 10^6$ km$^2$. Using only those models that are able to reproduce the observed 1953–1995 September extent (based on the selection criteria discussed earlier) reduces the spread to 5.32 to $10.0 \times 10^6$ km$^2$ for CMIP5, and 6.2 to $10.4 \times 10^6$ km$^2$ for CMIP3. Based on multi-model ensemble mean extents at the beginning of the 20th century, there is a $1.1 \times 10^6$ km$^2$ difference in the mean September extent between CMIP3 and CMIP5 (Figure 2a, inset).

During the period of satellite observations, the September CMIP5 multi-model ensemble mean tends to be slightly lower than the observed extent until 2007, after which it is higher. By contrast, the CMIP3 multi-model ensemble has a positive bias throughout the period of observations and especially during the most recent decade. Turning to the end of the 21st century, the CMIP5 multi-model ensemble mean never reaches ice-free conditions (defined here as less than $1.0 \times 10^6$ km$^2$), but the minus 1 standard deviation drops below the ice-free threshold around year 2045. Several CMIP5 models (CanESM2, GISS E2-R, GFDL-CM3, NCAR CESM, MIROC-ESM and ESM-CHEM) show essentially ice-free conditions by 2050, with the CanESM2 model having an ensemble member reaching nearly ice-free conditions as early as 2016 ($0.54 \times 10^6$ km$^2$). By contrast, despite the more aggressive emission scenario (SRESA1B) driving the CMIP3 models, an overall more extensive sea ice cover is retained, with the minus 1 standard deviation reaching nearly ice-free conditions in 2075.

For March (Figure 2b and inset), CMIP3 and CMIP5 have multi-model ensemble mean winter extents at the start of the 20th century within $0.7 \times 10^6$ km$^2$ of each other (16.7 and $17.4 \times 10^6$ km$^2$ for CMIP5 and CMIP3, respectively). However, extents from the two archives begin to depart more from each other by about 1940 such that the CMIP5 multi-model ensemble mean is less than the CMIP3 mean by at least $1.0 \times 10^6$ km$^2$ throughout the observational time-period and beyond. The lower CMIP5 March extent compared to CMIP3 results in good overall agreement with the observations, though the observed values fall below the CMIP5 multi-model ensemble means in recent years.

### 3.3. Trend Analysis

While the overall lower September extent at the beginning of the 20th century in the CMIP5 models helps to explain why they match the observed extent more closely than the CMIP3 models, it is important to assess whether the observed trend falls within the distribution of simulated trends at a specified level of statistical significance. Thus we evaluate whether the CMIP5 model trends ($\beta_m$) are smaller or larger with respect to observed trends ($\beta_o$). The null hypothesis is that the trend from any given model ensemble
member is consistent with the observed trend. Following Santer et al. [2008] the test statistic based on combining the standard error of both the model and the observations is:

\[ d = \frac{\beta_m - \beta_o}{\sqrt{s(\beta_m)^2 + s(\beta_o)^2}} \]

The linear trends were estimated using the standard least-squares approach and are reported as 10^6 km² decade⁻¹. An effective sample size (n_eff) was calculated to adjust the standard error (s(\beta_m) or s(\beta_o)) of the modeled (\beta_m) or observed (\beta_o) trend for the effects of temporal autocorrelation:

\[ n_{eff} = n_{tot} \frac{1 - AR1}{1 + AR1} \]

where n_tot is the number of years over which the trend is evaluated and AR1 is the lag-1 temporal autocorrelation coefficient. Autocorrelation coefficients for regression residuals of model time series are between 0.1 and 0.8, whereas for the observed September extent the autocorrelation coefficient is 0.4 from 1953–2011 and 0.1 from 1979–2011. Figure 3 shows September trends from 1953–2011 (a) and 1979–2011 (b), together with their adjusted 2σ confidence interval, and the multi-model ensemble mean. The 1σ and 2σ observed trends are shown in dark gray shading (1σ) and light gray shading (2σ). Table S1 lists the mean trends for all CMIP5 models examined along with the range for models with more than one ensemble member.

[20] From 1953 to 2011, the observed rate of decline is \(-0.44 \times 10^6\) km² decade⁻¹ and is statistically different from zero. Rates of decline for most models are slower than observed, though trends vary considerably, not only between models but also between ensemble members for a given model. Thirty out of 56 ensemble trends fall outside the 2σ bound for the observed trend, and 15 of those also have their
September trends from (a) 1953 observed trends are shown in $L_{16502}$ and 0.27 km s $-1$ of the observed trend. Some model time series exhibit significant autocorrelation, reflected by the large 2 $\sigma$ error bars. This in part explains why 9 ensemble members have trends that are statistically different from zero at the 90% confidence level.

The overlap of the modeled trends $\pm 2\sigma$ with the observed trend $\pm 2\sigma$ provides a measure of the level of confidence that the trends are from the same distribution, which is essentially what the $d$-statistic provides. Calculated $p$-values for the $d$ statistic were compared for $p$-values of 0.10. Table S1 lists the percentage of ensemble members for which we can reject the null hypothesis that the model trends differ from the observed trend. For the 1953–2011 time period, the null hypothesis is rejected for 50% of the CMIP5 ensemble members. In the CMIP3 archive, the corresponding rejection rate after similarly accounting for temporal autocorrelation is 79%. The CMIP5 multi-model ensemble mean trend is $-0.27$ km$^2$ decade$^{-1}$, which is less than a third of the observed trend, and in some cases the 2 $\sigma$ confidence interval of these ensembles is also outside 1 $\sigma$ of the observed trend (24 ensemble members). Only two ensemble members (from GISS-ER-2 and CNRM-CM5) have a mean trend larger than 1 $\sigma$ of the observed trend. Some model time series exhibit significant autocorrelation, reflected by the large 2 $\sigma$ error bars. This in part explains why 9 ensemble members have trends that are statistically different from zero at the 90% confidence level.

The overlap of the modeled trends $\pm 2\sigma$ with the observed trend $\pm 2\sigma$ provides a measure of the level of confidence that the trends are from the same distribution, which is essentially what the $d$-statistic provides. Calculated $p$-values for the $d$ statistic were compared for $p$-values of 0.10. Table S1 lists the percentage of ensemble members for which we can reject the null hypothesis that the model trends differ from the observed trend. For the 1953–2011 time period, the null hypothesis is rejected for 50% of the CMIP5 ensemble members. In the CMIP3 archive, the corresponding rejection rate after similarly accounting for temporal autocorrelation is 79%. The CMIP5 multi-model ensemble mean trend is $-0.27$ km$^2$ decade$^{-1}$, which is less than a third of the observed trend, and in some cases the 2 $\sigma$ confidence interval of these ensembles is also outside 1 $\sigma$ of the observed trend (24 ensemble members). Only two ensemble members (from GISS-ER-2 and CNRM-CM5) have a mean trend larger than 1 $\sigma$ of the observed trend. Some model time series exhibit significant autocorrelation, reflected by the large 2 $\sigma$ error bars. This in part explains why 9 ensemble members have trends that are statistically different from zero at the 90% confidence level.

The overlap of the modeled trends $\pm 2\sigma$ with the observed trend $\pm 2\sigma$ provides a measure of the level of confidence that the trends are from the same distribution, which is essentially what the $d$-statistic provides. Calculated $p$-values for the $d$ statistic were compared for $p$-values of 0.10. Table S1 lists the percentage of ensemble members for which we can reject the null hypothesis that the model trends differ from the observed trend. For the 1953–2011 time period, the null hypothesis is rejected for 50% of the CMIP5 ensemble members. In the CMIP3 archive, the corresponding rejection rate after similarly accounting for temporal autocorrelation is 79%. The CMIP5 multi-model ensemble mean trend is $-0.27$ km$^2$ decade$^{-1}$, which is less than a third of the observed trend, and in some cases the 2 $\sigma$ confidence interval of these ensembles is also outside 1 $\sigma$ of the observed trend (24 ensemble members). Only two ensemble members (from GISS-ER-2 and CNRM-CM5) have a mean trend larger than 1 $\sigma$ of the observed trend. Some model time series exhibit significant autocorrelation, reflected by the large 2 $\sigma$ error bars. This in part explains why 9 ensemble members have trends that are statistically different from zero at the 90% confidence level.

Turning to the modern satellite era, 1979–2011, more CMIP5 ensembles have a smaller rate of decline than observed, which at $-0.84 \times 10^8$ km$^2$ decade$^{-1}$ is nearly twice as large as the trend for 1953–2011. Forty-six of 56 ensemble members have trends outside of the 2 $\sigma$ bound for the observations and 9 ensemble members have trends that are not statistically different from zero at the 90% confidence level. Although most model trends remain slower than observed, six ensemble members have rates of decline larger than observed. Overall, 64% of the ensemble member trends are statistically different from the observed trend at the 90% confidence level. In contrast, 85% of the CMIP3 ensemble members have trends that are statistically different from observed. The multi-model ensemble mean trend over the satellite period is $-0.50$ km$^2$ decade$^{-1}$, which is 70% larger than the CMIP3 multi-model mean value of $-0.35$ km$^2$ decade$^{-1}$.

4. Discussion and Conclusions

[23] Is the observed evolution of the Arctic sea ice cover better simulated in the newer CMIP5 models? While there remains considerable scatter in modeled sea ice extents, compared to CMIP3, the CMIP5 multi-model ensemble mean is more consistent with the historical observations, both in terms of the mean observed climatological state of the ice cover and the rate of decline during the past several decades. In this regard, one can argue the CMIP5 models are “less conservative” than the earlier CMIP3 models. However, does this imply increased confidence in projected conditions through the 21st century and the timing of a seasonally ice-free Arctic Ocean? If we constrain the analysis to models that (based on criteria described earlier) can reproduce the observed climatological mean September ice extent, the spread in projected ice extent throughout the 21st century from the CMIP5 and CMIP3 models is similar. This holds despite the overall better match of the CMIP5 models with the observed seasonal cycle and trend. Furthermore, a similar number of these ensemble members reach nearly ice-free conditions (less than $1.0 \times 10^8$ km$^2$) before the end of the 21st century. Viewed in this context, conclusions drawn from CMIP5 are not much different than those from CMIP3.

[24] Conclusions based on climate models are only as reliable as their ability to capture the important underlying processes through their physical and numerical formulations. Stroeve et al. [2007] showed that models with more sophisticated sea ice processes (such as those incorporating the Los Alamos sea ice model, CICE [Hunke and Lipscomb, 2008]) were better able to represent the present state of the sea ice cover. While detailed documentation of the sea-ice components from many of the CMIP5 models is not readily available, it is likely that in some cases, model improvements, such as new sea-ice albedo parameterization schemes that allow for melt ponds [e.g., Pedersen et al, 2009; Holland et al., 2012] have led to better representation of the historical ice conditions (with respect to the CMIP3 models originating from the same centers). Additionally it is possible that more attention has been given to tuning sea ice simulations in present-day models, through parameterization optimization efforts [e.g., Miller et al., 2006; Uotila et al., 2012] and other means.

[25] While we focus on representation of ice extent, other features of the models, such as their ice thickness distributions, rates of ice transport and ice melt/growth, are important. Holland et al. [2010] showed that models with initially thicker ice generally retain more extensive ice throughout the 21st century despite larger increases in net ice melt.
Evaluation of thickness fields from CMIP5 (not shown) indicate that part of the explanation for the better representation of the observed September ice extent is that several of these models start the 20th century with rather thin winter ice cover, even though the winter extent is similar to that observed. For example, CanESM2 starts with only a 2 m winter ice cover as averaged over the Arctic Ocean so that although the winter extent is consistent with observations, summer extent is significantly underestimated. As a next step, we will compare early 21st century modeled ice thickness distributions with thickness distributions based on NASA ICESat and Operation IceBridge missions.

[26] Other factors influencing model representation of historical sea ice changes include errors in the specified values of the external forcings, inability of the models to properly respond to the imposed external forcings and/or reproduce natural climate variability, discontinuities in the observational record and an insufficient number of ensemble members for sampling the natural variability. Because of natural variability, the timing of rapid ice loss (and temporary recovery) will vary between different models and their ensemble members. Another issue that needs to be addressed is the effects of interpolating sea ice concentration from native ocean model grids to the grids the data are archived on. While the CMIP5 output is provided on native model grids, the CMIP3 data have been interpolated.

[27] Kay et al. [2011] concluded that approximately half (56%) of the observed rate of decline from 1979 to 2005 was externally forced based on 6 ensemble members from CCSM4. The use of a multi-model ensemble mean provides another means to quantify the expected value of sea ice changes due to external forcing alone, with the range of ensemble members as a measure of spread related to internal variability. Based on the CMIP5 multi-model ensemble mean, approximately 60% of the observed rate of decline from 1979–2011 is externally forced (compared to 41% from CMIP3, based on about the same number of ensemble members), ranging from 52% to 67% for +/− one standard deviation from the ensemble mean. However this value is based on the assumption that the model simulations are members from the same distribution and that we have enough members to resolve the distribution. This assumption does not exactly hold since some models better represent the climate system than others.

[28] Looking to the future, 32% of the 56 CMIP5 ensemble members evaluated for the RCP4.5 emission scenario reach nearly ice free conditions (less than 1.0 × 10⁶ km²) by the end of this century, with some showing a nearly ice-free state as early as 2020. However, we must acknowledge the large uncertainty in future greenhouse gas emissions. While on time-scales of decades the sea ice projections are relatively insensitive to the prescribed greenhouse gas forcing, this is not the case by the end of the century. Thus, the range of available results does not necessarily represent the “true” uncertainty as to when a seasonally ice-free Arctic may be realized.

[29] While quantification of the role of external forcing depends on many assumptions, it is nevertheless becoming increasingly clear in both the observations [e.g., Notz and Marotzke, 2012] and model studies [Stroeve et al., 2007; Kay et al., 2011; Min et al., 2008; Wang and Overland, 2009] that if greenhouse gas concentrations continue to rise, the Arctic Ocean will eventually become seasonally ice-free. However, results from the CMIP5 models do not appear to have appreciably reduced uncertainty as to when this may be realized. Nevertheless, CMIP5 arrives at a seasonally ice-free Arctic sooner than CMIP3, leading to the conclusion that a seasonally ice-free Arctic Ocean within the next few decades is a distinct possibility.
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