Analysis and validation of GPS/MET radio occultation data in the ionosphere
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Abstract. Global Positioning System (GPS) radio occultation signals received by a low Earth orbit (LEO) satellite provide information about the global distribution of electron density in the ionosphere. We examine two radio occultation inversion algorithms. The first algorithm utilizes the Abel integral transform, which assumes spherical symmetry of the electron density field. We test this algorithm with two approaches: through the computation of bending angles and through the computation of total electron content (TEC) assuming straight line propagation. We demonstrate that for GPS frequencies and for observations in LEO, the assumption of straight-line propagation (neglecting bending) introduces small errors when monitoring the F2 layer. The second algorithm, which also assumes straight-line propagation, is a three-dimensional (3-D) inversion constrained with the horizontal structure of a priori electron density fields. As a priori fields we use tomographic solutions and the parameterized real-time ionospheric specification model (PRISM) when adjusted with ionosonde data or ground-based GPS vertical TEC maps. For both algorithms we calibrate the occultation data by utilizing observations from the part of the LEO that is closer to the GPS satellite. For inversions we use dual-frequency observational data (the difference of L1 and L2 phase observables) which cancel orbit errors (without applying precise orbit determination) and clock errors (without requiring synchronous ground data) and thus may allow inversions to be computed close to real time in the future. The Abel and 3-D constrained algorithms are validated by statistically comparing 4 days of inversions with critical frequency (\(f_{\text{c}}F_2\)) data from a network of 45 ionosonde stations and with vertical TEC data from the global network of GPS ground receivers. Globally, the Abel inversion approach agrees with the \(f_{\text{c}}F_2\) correlative data at the 13\% rms level, with a negligible mean difference. All tested 3-D constrained inversion approaches possess a statistically significant mean difference when compared with the ionosonde data. The vertical TEC correlative comparisons for both the Abel and 3-D constrained inversions are significantly biased (~30\%) by the electrons above the 735-km LEO altitude.

1. Introduction

Radio occultation is a technique for sounding planetary atmospheres that was pioneered by groups at the Jet Propulsion Laboratory (JPL) and Stanford University over 30 years ago [Fjeldbo et al., 1971]. This technique has been applied to the Earth with the Global Positioning System/Meteorology (GPS/MET) experiment, which uses radio occultation observa-

tions of GPS satellites to obtain vertical profiles of refractivity, density, pressure, temperature, and water vapor pressure in the stratosphere and troposphere [Ware et al., 1996; Kursinski et al., 1996; Rocken et al., 1997] and electron density in the ionosphere [Hardy et al., 1993; Hajj et al., 1994; Leitinger et al., 1997; Hajj and Romans, 1998].

The GPS/MET instrument orbits the Earth aboard the MicroLab 1 satellite at an altitude of ~735 km with a period of 100 min. Occultations occur as the GPS radio waves propagate through the ionosphere to a receiver in low Earth orbit (LEO), as shown in Figure 1. Twenty-four GPS satellites orbit Earth at ~20,231 km altitude twice a day and broadcast carrier
signals continuously at 1.57542 GHz (L1) and 1.2276 GHz (L2). Approximately 500 rising and setting occultations may be observed each day from a LEO receiver. The vertical resolution of an ionospheric occultation depends on the receiver sampling interval and the perigee ascent (descent) rate but is fundamentally limited by the Fresnel zone to approximately 1.5 km. However, the occultation geometry provides poor horizontal resolution, and horizontal inhomogeneity of electron density in the region of the occultation is the largest error source for retrieval methods that assume spherical symmetry.

When the GPS/MET instrument tracks a GPS satellite as it is occulted by Earth’s ionosphere, it records the carrier phase change on the GPS-to-LEO microwave links (L1 and L2) at 0.1-Hz (nominal rate) and 1-Hz with millimeter-scale precision. After removal of the nominal carrier frequency, the effect of the relative motion between the GPS and LEO satellites, and the effects of clock drifts in the transmitter and receiver, the residual phase on the GPS-LEO link remains, which is related to the speeding up of phase and to the bending of radio waves in the ionosphere. This excess ionospheric delay (as a function of time) on the GPS-to-LEO link is the fundamental observable used by GPS radio occultation inversion techniques to compute electron density profiles. A more detailed discussion of orbit determination and excess phase calibration is provided by Schreiner et al. [1998].

The problem of utilizing space radio occultation data is underdetermined, i.e., there is an insufficient number of one-dimensional (1-D) observational data sets to reconstruct a 3-D refractivity field with necessary accuracy and resolution. The general solution of this problem is a 3-D (4-D) tomographic reconstruction with additional observational data. This technique has been developed and tested in a number of papers [see, for example, Hajj et al., 1994; Leitinger et al., 1997; Rius et al., 1997; Howe et al., 1998], but with the lack of ionospheric observational data it is still not robust enough to replace other simpler inversion techniques. These simpler techniques require that additional constraints be imposed on the solution. The most widely used constraint is the assumption of spherical symmetry of refractivity in some region around the tangent points of rays. This assumption provides very good results for neutral atmospheric inversions, where the anisotropy of refractive inhomogeneities, i.e., the ratio of their horizontal to vertical scales, is normally very large. In the ionosphere, anisotropy is much smaller, but still, accord-
ing to Hajj and Romans [1998], and according to the results of the present paper, the Abel inversion, which utilizes the spherically symmetric assumption, is the most robust and simple source of information about the vertical structure of electron density. Several attempts have been investigated to weaken the spherically symmetric constraint by using a priori information about the horizontal structure of an electron density field that is either (1) constant in altitude (in an integral form) [Hardy et al., 1993] or (2) a function of altitude [Hajj et al., 1994]. In this paper we follow the technique suggested by Hajj et al. [1994] and evaluate it with real GPS/MET data and a priori electron density fields generated with (1) the parameterized real-time ionospheric specification model (PRISM) [Daniell and Brown, 1995] when adjusted with global $f_cF_2$ (critical frequency) data from ionosondes; (2) the PRISM model when adjusted with global ionospheric map (GIM) vertical total electron content (TEC) data; and (3) 3-D tomographic reconstructions of the ionosphere using GPS ground-based and GPS/MET space-based TEC data [Rius et al., 1997]. We statistically validate the results of both the Abel and 3-D constrained inversions with comparisons to correlative observational data (ionosondes and GIM vertical TEC). Using the same data sources for constraints and for validation is reasonable, because constrained inversions use only information about the horizontal structure of a priori electron density fields and not their magnitude. Although validation of the Abel and 3-D constrained inversions is the main goal of this paper, in parallel we discuss in detail some modifications of the inversion techniques which we have applied.

One issue concerns a linearization of the problem. Traditionally, similar to what is done for inversions of neutral atmospheric data, bending angles are calculated from the observational excess phase (Doppler) and are then used to calculate refractivity (electron density) [Hajj and Romans, 1998]. However, at GPS frequencies, even under worst-case ionospheric conditions, bending in the ionosphere is small enough so that ray separation from straight-line propagation for observations in LEO is only about several kilometers or less, i.e., much smaller than typical vertical scales of the electron density in the $F_2$ layer. Since errors resulting from horizontal inhomogeneity are statistically much larger than the change of electron density over the vertical scale of several kilometers, we assume that it is reasonable to neglect bending for monitoring the $F_2$ layer (this may not be the case for $E$ layer monitoring). Then, under the assumption of straight-line propagation, the excess phase is linearly related to refractivity. Under the additional assumption of spherical symmetry, the Abel inversion can be applied directly to the excess phase observational data. Our comparisons of linear and nonlinear Abel inversions for a large observed $F_2$ electron density indicate that the difference in the retrieved profiles is negligible in the $F_2$ layer. Linearization of the inversions allows the use of dual-frequency observational data, i.e., the difference of excess phases for L1 and L2 GPS carriers. This is important, as both orbit and clock errors are automatically canceled, and thus precise orbit determination (POD) and double-differencing with additional ground data are not required, which allows inversions to be performed in near real time.

A second issue considered in the paper is related to the initialization of inversions. Formally, the LEO observational data depend on electron density up to GPS altitudes, but any attempt to solve for the density above the LEO altitudes would weaken the underdetermined problem even more. For inversions of neutral atmospheric data, climatology is normally used above some altitude. For the ionosphere, climatology is not very accurate, so other heuristic methods have been applied, like the extrapolation of the observational data above the LEO altitude [Hajj and Romans, 1998]. In the present paper, we apply a technique that allows for a solution of electron density below the LEO only. To do this, we use observational data (excess phase, or calculated bending angles) on both the ascending and descending parts of the LEO with respect to the point of the largest impact distance, and then difference them for a given impact parameter, to calculate their portions below the LEO. This technique implies that the LEO and GPS orbit are close to being coplanar. We assume that the random error introduced by a finite angle between the LEO and GPS orbit may be statistically closer to zero than the errors introduced by using climatology or extrapolation of observational data.

In section 2 we introduce the main equations for refractivity, as well as for bending angle, and excess phase under the assumption of spherical symmetry. Then to substantiate the linearization of the problem, we perform model calculations of these parameters including ray separation from straight-line propagation for a wide range of $F_2$ peak electron densities. In
section 3 we present the mathematical details of the considered inversion algorithms, which include (1) nonlinear Abel inversion (through bending angles); (2) linear Abel inversion (through TEC); and (3) 3-D inversion (through TEC) constrained with horizontal structure of an a priori electron density field. On the basis of GPS/MET radio occultation data we compare nonlinear and linear Abel inversions (the latter one for single- and dual-frequency data), linear inversions through uncalibrated and calibrated TEC, and inversions using 1-Hz and 0.1-Hz data sampling to test the reconstruction of the F2 layer. In section 4 we statistically compare the results of Abel and 3-D constrained inversions of GPS/MET data to correlative data. In section 5 we discuss the results and present conclusions.

2. Refractivity and Bending in the Ionosphere

Refractivity in the Earth's ionosphere depends on the density of electrons and ions, the Earth's magnetic field, and carrier frequency. We consider the main term of this dependency, which is proportional to the electron density and inversely proportional to the square of frequency and is defined by

\[ n^2 - 1 = -80.6 \times 10^6 N / f^2 \]  

(1)

where \( n^2 \) is the index of refraction, \( N \) is the electron density in \( \text{el cm}^{-3} \), and \( f \) is the frequency in hertz. Equation (1) is sufficiently accurate for our inversions, because higher-order terms on the right-hand side are several orders of magnitude smaller [Hardy et al., 1993], and the errors that result from neglecting these terms are much smaller than the errors that result from the underdetermination of the inverse problem.

The traditional constraint applied to the underdetermined problem of reconstructing a 3-D refractivity field from 1-D observational data is the assumption of the local spherical symmetry of refractivity in some extended region around the perigees of the sounding rays. Under this assumption the 3-D ray equations may be integrated, resulting in Snell's law. Bending angle \( \alpha \) and excess phase \( S \) may be explicitly represented in the form of integrals [see, for example, Phinney and Anderson, 1968] as follows:

\[ \alpha(a) = -a \int_a^{x_{\text{GPS}}} \frac{dn/dx}{n(x)\sqrt{x^2 - a^2}} \, dx \]  

(2)

\[ S(a) = \int_a^{x_{\text{GPS}}} \frac{x(1 - \frac{n}{x})\frac{dn/dx}{\sqrt{x^2 - a^2}}} \, dx - L_{\text{GL}} \]  

(3)

where \( a = \rho n(\rho) \) is an impact parameter (\( \rho \) is the distance from the ray tangent point to the center of sphericity of the refractivity field), \( x = rm(r) \) is a fractional radius (\( r \) is radius), and \( L_{\text{GL}} \) is the distance between the GPS and LEO satellites. Figure 2 illustrates the ray geometry for the case of positive bending (which happens below the \( F_2 \) peak), as well as bending angle \( \alpha \) and impact parameter \( a \) used in (2) and (3).
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Figure 2. Illustration of the geometry of the ray, bending angle \( \alpha \), and impact parameter \( a \) used in the occultation problem. The angles and vectors involved in the relation between Doppler and bending (equation (4)) are also illustrated.
Figure 3. Comparisons of (a) bending angle, (b) excess phase, and (c) L1 ray separation from straight-line propagation (Figure 3c) for typical solar minimum and maximum ionospheric conditions.

In the first term of (2), integration may be expanded to infinity, because ionospheric refractivity is negligible at GPS orbit altitudes. However, this is not the case for LEO (second term). Figure 3 shows example values of bending angle $\alpha$, excess phase $S$ and an approximate characterization of the maximal ray separation from straight-line propagation $\rho - r_0$ ($r_0$ is the impact distance of the straight line connecting the GPS and LEO satellites) versus altitude of the ray tangent point for typical solar minimum and maximum ionospheric conditions. While the bending angle is not strongly dependent on the positions of the GPS and LEO satellites (because both satellites are well above the $F_2$ peak of the ionosphere), excess phase and ray separation from a straight line connecting the satellites may be very large for satellites far away from Earth.

Calculations for Figure 3 were performed by numerical integration of (2) and (3). We used the L1 frequency ($f = f_1$). The electron density profile is given by a 1-scale Chapman model with a vertical scale of 75 km, a 300-km $F_2$ maximum altitude, and electron densities at the $F_2$ maximum of $5 \times 10^5$ and $2 \times 10^6$ el cm$^{-3}$, which model typical daytime ionospheric conditions for the minimum and maximum of the solar cycle [Flock, 1987]. In Table 1, bending angles (given impact parameter) and excess phases (given positions of the GPS and LEO satellites) are shown for a wide range of $F_2$ peak electron densities. The impact parameters and positions were chosen to provide the largest effect below the $F_2$ peak. Two conclusions can be drawn from Figure 3 and Table 1: (1) Excess phases and bending angles are linear functionals of $n - 1$ with good accuracy even under worst-case ionospheric conditions, and (2) ray separation from straight-line propagation (for observations from LEO) is small as compared with the vertical scale of the $F_2$ layer of the ionosphere. We need to note that both conclusions relate to ionospheric structures with vertical scales comparable to the scale

<table>
<thead>
<tr>
<th>( N_{F_2} ), el cm$^3$</th>
<th>( \alpha ), rad</th>
<th>( S ), m</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^4 )</td>
<td>$2.0602 \times 10^{-4}$</td>
<td>$-6.2388 \times 10^{-1}$</td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>$2.0604 \times 10^{-5}$</td>
<td>$-6.2389 \times 10^{-6}$</td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>$2.0615 \times 10^{-4}$</td>
<td>$-6.2393 \times 10^{-1}$</td>
</tr>
<tr>
<td>( 10^7 )</td>
<td>$2.0733 \times 10^{-3}$</td>
<td>$-6.2433 \times 10^{2}$</td>
</tr>
</tbody>
</table>
of the $F_2$ layer, as is our interest in this paper, and may be not be valid for smaller-scale structures like the $E$ layer.

3. Inversion Techniques

3.1. Abel Inversions

In this section we consider Abel inversions of observational data under the assumption of spherical symmetry. First, we examine formulations for the reconstruction of vertical refractivity (electron density) profiles through bending angle data. Next, we look at the reconstruction of refractivity directly from excess phase (TEC) data. Then, we compare the different methods of Abel inversions with each other.

3.1.1. Abel inversion through bending angle data. To calculate bending from excess phase, we use a relation between the Doppler shift of the carrier frequency, $f_d = -fc^{-1}(dS/dt)$, and the projections of the satellite velocities on the ray tangent vectors at the GPS and LEO positions that is given by

$$f_d = f \left[ \frac{c - n_{LEO} v_{LEO} \cos(\beta_{LEO} - \phi_{LEO})}{c - n_{GPS} v_{GPS} \cos(\beta_{GPS} - \phi_{GPS})} - 1 \right]$$

where $v_{GPS}$ and $v_{LEO}$ are 2-D projections of the GPS and LEO satellite 3-D velocities onto the occultation plane (as defined by the GPS satellite, the Earth's center, and the LEO satellite), $c$ is the velocity of light in a vacuum, $n_{LEO}$ and $n_{GPS}$ are the indices of refraction at the LEO and GPS positions, and the angles $\beta$ and $\phi$ are illustrated in Figure 2. Equation (4) by itself is insufficient to solve for both $\phi_{GPS}$ and $\phi_{LEO}$ given just the Doppler data. Since we assume spherical symmetry of refractivity, we complete (4) with the use of Snell's equation shown below:

$$r_{GPS} n_{GPS} \sin \phi_{GPS} = r_{LEO} n_{LEO} \sin \phi_{LEO} = a$$

By solving (4) and (5) for both $\phi_{GPS}$ and $\phi_{LEO}$ with an iterative technique, we obtain both impact parameter $a$ and bending angle $\alpha$, using

$$\alpha = \phi_{GPS} + \phi_{LEO} + \delta - \pi$$

and thus the function $\alpha(a)$. To solve (4) and (5), the refractivities at the GPS and LEO positions are assumed unity, which causes an error of no more than 0.5%, as shown by Hajj and Romans, [1998].

The traditional way of solving (2) for a refractivity profile $n(x)$, given a bending angle profile $\alpha(a)$, consists of the formal extension of integration to infinity followed by an application of the Abel transform [Phinney and Anderson, 1968]. The solution is given by

$$n(x) = \exp \left[ \frac{1}{\pi} \int_{x}^{\infty} \frac{\alpha(a) - \alpha(0)}{\sqrt{a^2 - x^2}} \, da \right]$$

This solution formally requires knowledge of the full bending angle up to infinitively large values of the impact parameter, which cannot be determined from the GPS-LEO observations. In practice, some heuristic approaches are applied; the bending angles above the LEO are either neglected, replaced by some climate model, or somehow extrapolated [Hajj and Romans, 1998]. For extrapolations, it should be noted that the bending angle at the top of the profile should be doubled, because (as seen from Figure 4) the observed bending angle at the LEO altitude constitutes only approximately one half of the full bending (the GPS satellite may be considered outside of the ionosphere).

To avoid observing or extrapolating the bending angle above the LEO, an alternative statement of the inverse problem given by (2) can be used to solve for the refractivity (electron density) below the LEO only. In this statement the observational data are not the bending angle between the GPS and LEO satellites, $\alpha(a) = \alpha_{AC}(a)$, but the bending angle between LEO and another point of the ray having the same altitude as the LEO satellite, $\tilde{\alpha}(a) = \alpha_{AC}(a)$, as shown in Figure 4. We call $\tilde{\alpha}(a)$ a "calibrated" bending angle. In this statement of the problem, (2) takes the form

$$\tilde{\alpha}(a) = -2a \int_{a}^{\infty} \frac{dn/dx}{n(x) \sqrt{x^2 - a^2}} \, dx$$

and its solution is given by

$$n(x) = n(x_{LEO}) \exp \left[ \frac{1}{\pi} \int_{x}^{\infty} \frac{\tilde{\alpha}(a) - \tilde{\alpha}(0)}{\sqrt{a^2 - x^2}} \, da \right]$$

Solving the inverse problem above based on GPS-LEO observational data requires some additional approximations, which include the GPS satellite be in
(or close to) the LEO plane and the LEO be close to circular. To compute calibrated bending angles, we first calculate the bending angle as a function of impact parameter (from Doppler observational data, based on equations (4-6)) for both sides of the orbit with respect to the point with the maximal impact parameter (see Figure 4), i.e., $\alpha_A(a)$ and $\alpha_B(a)$. Then we calculate their difference given impact parameter, $\alpha_C(a) = \alpha_A(a) - \alpha_B(a)$, which represents the bending angle along the section of a ray below the LEO, i.e., $\alpha(a)$. If the GPS satellite is not in the LEO plane, then some error will be introduced due to horizontal inhomogeneity of electron density in the ionosphere. It is natural, however, to assume that this error will be statistically closer to zero than the errors for the case when using the traditional inversion technique for GPS-LEO bending angles, $\alpha(a) = \alpha_A(a)$, and applying heuristic methods for the missing data above the LEO.

As seen from (9), the solution formally depends on refractivity at the LEO position $n_{\text{LEO}} = n(\text{LEO})$. Setting this refractivity at the LEO to 1 when reconstructing the refractivity profile introduces extra error in addition to the error introduced in the calculation of bending angle from Doppler (discussed before). However, these errors cancel in the first order of magnitude in $n_{\text{LEO}} - 1$ (see Appendix A). Thus the residual error after the inversion of calibrated bending angles is of second order of magnitude in $n_{\text{LEO}} - 1$ and is therefore smaller than the residual error estimated by Hajj and Romans [1998] for inversions of the uncalibrated GPS-LEO bending angles.

### 3.1.2. Abel inversion through total electron content data

Total electron content (TEC) $T$ along a ray is related to electron density $N$, index of refraction $n$, and excess phase $S$ by

$$T = \int N dl = -\frac{f^2}{40.3 \times 10^6} \int (n-1) dl = -\frac{f^2 S}{40.3}$$  \hspace{1cm} (10)

where $S$ is in meters and $T$ is in el m$^{-2}$. TEC may be calculated from excess phase at either the L1 or L2 GPS carrier frequencies, i.e., from $S_1$ or $S_2$. Since formally the L1 and L2 signals propagate on different paths, the calculated TECs will be slightly different. However, as seen in Figure 3, bending and ray separation at GPS frequencies (and for observations in LEO) may be negligible for monitoring the F2 layer. When bending is neglected (i.e., in the assumption of straight-line propagation) the TEC is the same whether calculated from either $S_1$ or $S_2$, or from $S_1 - S_2$, as shown below:

$$T = -\frac{S_1 f_1^2}{40.3} = -\frac{S_2 f_2^2}{40.3} = \frac{(S_1 - S_2) f_1^2 f_2^2}{40.3(f_1^2 - f_2^2)}$$  \hspace{1cm} (11)

When calculating TEC from $S_1$ or $S_2$ single-frequency data, it is necessary to precisely remove the effects of both orbital motion (via precision orbit determination) and the drifts of the GPS transmitter and receiver clocks (via double-differencing or similar) from the phase data, both of which require GPS ground data and additional data processing. An estimate of the impact that orbit errors have on single-frequency inversions is given in Appendix B. An inherent advantage of using $(S_1 - S_2)$ to calculate TEC is that both the orbit and clock errors are automatically eliminated in the difference. This benefit greatly reduces the required amount of data processing and will allow electron density profiles to be computed on orbit and disseminated in near real time for future missions. The disadvantage of using $(S_1 - S_2)$ is that the additional L2 noise introduced into the TEC data may degrade the inversion results, especially when antispoofing (A/S) is activated. However, the L2 noise is not expected to be an important error source for future missions with improved L2 tracking loops and higher gain antennas.
As in the case of the inversions through bending angles, we use the assumption of spherical symmetry of electron density for TEC inversions. Then the TEC, defined in (10), is related to electron density through the following integral:

$$T(r_0) = \left[ \int_{r_0}^{r_{\infty}} + \int_{r_{\infty}}^{-r_0} \right] \frac{r N(r)}{\sqrt{r^2 - r_0^2}} \, dr$$

The solution of (13) is given by

$$N(r) = -\frac{1}{\pi} \int_{r_0}^{r_{\infty}} \frac{d\tilde{T}}{dr_0} \, dr_0$$

As is similarly done with inversions through bending angles, we calibrate the TEC data along the section of a ray below the LEO, $\tilde{T}(r_0) = T_{bc}(r_0) - T_{ab}(r_0)$, as illustrated in Figure 4. To do this, we at first calculate the straight-line impact distances, $r_0$, for all observational data on both sides of the LEO with respect to the point with the maximal impact distance. Next, using cubic splines, we interpolate the uncalibrated TEC as a function of impact distance onto some uniform grid. Then, we perform the calibration of TEC, i.e., the calculation of $\tilde{T}(r_0)$ on the given uniform grid $r_0$. For calibrated TEC, equation (12) transforms into

As seen from (14), the initial condition (i.e., refractivity or electron density at the LEO altitude) is not required for inversions through calibrated TEC (see also Appendix A).

### 3.1.3. Comparisons of different methods of Abel inversions.

In this section we perform case study comparisons of different methods of Abel inversion which include (1) comparisons of bending angle and TEC inversions using single- and dual-frequency data; (2) comparisons of inversions using calibrated and uncalibrated TEC data; and (3) comparisons of inversions using 1-Hz and 0.1-Hz sampled data.

**Figure 5.** Comparisons of bending angle and TEC inversions with single- and dual-frequency data. Figure 5a shows electron density profiles reconstructed with L1 bending angles (profile 1); $S_1$ TEC (profile 2); and $S_1 - S_2$ TEC (profile 3). Figure 5b shows the percent differences between profiles 2 and 3 and profile 1. Figure 5c shows the corresponding L1 and L2 ray separation from straight-line propagation.
First, we compare inversions calculated from L1 bending angles and from \( S_1 \) and \( S_1 - S_2 \) TECs (by neglecting bending). These comparisons illustrate good agreement between the inversion methods listed above. For this purpose we use an occultation (University Corporation for Atmospheric Research (UCAR) ID 0398) that took place on February 20, 1997 (1338 UTC, 19.9° latitude, and -19.2° longitude), which is characterized by a very large electron density (~1.7x10^6 el cm^-3) within a GPS/MET observational prime time (A/S off).

Figure 5a shows electron density profiles reconstructed from 1-Hz observational data through bending angles calculated from L1 (profile 1); TEC calculated from \( S_1 \) (profile 2); and TEC calculated from \( S_1 - S_2 \) (profile 3). Profiles 1-3 are obtained without calibration of bending angles or TEC as discussed above, because the goal of this comparison is to understand the impact of nonlinearity on inversions. In addition, initialization of the inversions (i.e., extrapolation of observational bending or TEC above the LEO altitude) is not applied. Since it is difficult to distinguish the three profiles given in Figure 5a, the fractional differences relative to the L1 bending angle inversion are shown in Figure 5b. Figure 5c introduces L1 and L2 ray separation from the straight-line propagation path between the GPS and LEO satellites. It can be seen that the fractional differences between the electron densities retrieved by different inversions are less than 1% around the \( F_2 \) peak, which are much smaller than errors resulting from horizontal inhomogeneity of the electron density field. The largest fractional difference is about 20-25% in the region of the \( E \) layer, which is also the region of the biggest fractional errors resulting from horizontal inhomogeneity of electron density. It should be noted that the differences shown in Figure 5 also contain orbit errors, which mostly affect the solutions using single-frequency data. Also noticeable is the fractional difference between \( S_1 - S_2 \) TEC and both \( S_1 \) TEC and L1 bending solutions at the top of the profile. Since the vertical gradient of electron
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**Figure 6.** Abel inversions using calibrated and uncalibrated TEC. This comparison shows that for some occultations the calibration of observational data results in noticeable electron density differences at all altitudes.
density and the related nonlinearity are small at those altitudes, and there is no noticeable differences between $S_1$ TEC and L1 bending angle solutions, it is natural to assume that the difference is caused by residual orbit errors (remaining after POD).

Next we compare an inversion that is calculated with uncalibrated and calibrated TEC. We use an occultation (UCAR ID 0001) which took place on February 23, 1997 (0001 UTC, 66° latitude, and -135° longitude).

Figure 6 shows plots of electron density profiles that are reconstructed from calibrated and uncalibrated TEC obtained from $S_1 - S_2$. The purpose of this comparison is to show that for some occultations the calibration of observational data results in noticeable electron density differences at all altitudes. This is in contrast to the extrapolation technique, which normally results in differences only near the top of the profile.

To examine the effect that the sampling rate has on the reconstruction of the $F_2$ layer, we compare the results of inversions using 1-Hz and 0.1-Hz data. For this purpose we take inversions using uncalibrated TEC obtained from $S_1 - S_2$. For the 1-Hz inversions we filter (smooth) the excess phase data with a sliding cubic polynomial regression with a 10-s window. For the 0.1-Hz inversions, we apply a cubic spline interpolation of the excess phase data instead of filtering. For comparison we examine two occultations (UCAR IDs 0032 and 0624) that occurred on February 23, 1997. The reconstructed electron density profiles are shown in Figure 7. Occultation 0032 occurred at 36.0° south latitude and at 0712 LT. The electron density profile is comparatively smooth and resolved similarly by both the 1- and 0.1-Hz inversions. Occultation 0624 occurred at 80.4° north latitude at 1648 LT. This reconstruction displays many fluctuations of electron density that are slightly better.
resolved by the 1-Hz inversion. However, it appears that both 1-Hz and 0.1-Hz data have sufficient resolution to resolve the \( F_2 \) layer, while both sampling rates may be insufficient for monitoring of the \( E \) layer.

3.2. Three-Dimensional Constrained Inversions

The Abel inversion is the simplest constrained inversion, as it limits the space of solutions to spherically symmetric functions. Generally, limiting the space of solutions results in solving a least squares problem with respect to the observational data. Here we will follow the method originally proposed by Hajj et al. [1994]. In this method, a solved-for 3-D electron density function is represented in the form of a product of some given (model) 3-D function and an unknown vertical scaling function. This scaling function is estimated through a least squares fit to observational TEC data. This solution (as a function of spherical coordinates) has the same latitudinal and longitudinal structure as the model function for each spherical layer, while a scaling factor for each layer is estimated. Thus, although the solution is a 3-D field, the actual dimension of the inverse problem is reduced to 1. The inverse problem is stated as follows:

\[
\frac{\sigma^{\text{obs}}_i}{\sigma^{\text{mod}}_i} \left[ \int_{\sigma^{\text{model}}}^0 N'(\tilde{r}(r_0))c(r)dl(r_0) - T_{\text{obs}}(r_0) \right]^2 dr_0 = \min (15)
\]

where \( T_{\text{obs}}(r_0) \) is the observational TEC along the ray connecting the GPS and LEO satellites given an impact distance \( r_0 \), \( \tilde{r}(r_0) \) is the position of a point on that ray, \( dl(r_0) \) is the differential of length along that ray, and \( L(r_0) \) is the total length of that ray. \( N'(\tilde{r}) \) is a 3-D model electron density field, and \( c(r) \) is the solved-for vertical scaling profile. Since we solve for electron densities below the LEO, we use TEC calibrated within the LEO (as discussed in previous sections). In discrete representation, when \( i = 1, \ldots \), is a number of the ray and \( j = 1, \ldots \), is a number of the ionospheric spherical layer, equation (15) transforms into (repeating indices imply summation, and superscripts \( B \) and \( C \) denote different sides with respect to ray tangent point)

\[
\left| (N_{ij}^B \Delta l_{ij}^B + N_{ij}^C \Delta l_{ij}^C) c_j - T_i \right|^2 = \min (16)
\]

where the operator (matrix) \( A_{ij} \) provides TEC (for the model field) along those sections of the \( i \)th ray which are inside the \( j \)th ionospheric layer, as illustrated in Figure 4. The solution to (16) (in the operator form)

\[
\tilde{c} = (\tilde{A}^T \tilde{A})^{-1} \tilde{A}^T \tilde{T}
\]

where superscript \( T \) denotes the transpose operator.

Here we briefly list some properties of the discussed constrained inversion. It follows from the statement of the problem given by (15) that multiplication of \( N'(\tilde{r}) \) by an arbitrary spherically symmetric function \( \xi(r) \) does not affect the solution. If a spherically symmetric function \( N'(\tilde{r}) \) is applied as a constraint, then the solution is identical to the Abel inversion regardless of \( N'(\tilde{r}) \). Internal tests show that the differences between the Abel inversion and the constrained inversion with a spherically symmetric model function are negligible and can be attributed to different numerical algorithms. As seen from (17), the solution \( c \) is linear with respect to the observational data \( T \) but is nonlinear with respect to \( A \) (i.e., with respect to the model electron density field \( N' \)). This nonlinearity indicates that the results of the constrained inversion may be biased statistically.

Constrained inversions using (17) sometimes result in negative electron densities at some altitudes. This may be caused by large differences in spatial structures between the true and a priori electron density fields. This also applies to the Abel inversion. To restrict negative solutions, we state the following problem instead of (16):

\[
\left| A_{ij}c_j - T_i \right|^2 = \min (18)
\]

However, equation (18) is nonlinear with respect to \( c \) and thus cannot be solved explicitly. To solve (18), we apply an iterative gradient method that requires significant processing time. To minimize the processing time for each inversion, we first process the linear solution (equation (17)) that is quite fast. If it provides negative electron densities, we then solve the nonlinear problem (equation (18)). Internal tests show that for those occultations that provide positive electron densities at all altitudes, the differences between the linear and nonlinear solutions are negligible.

The a priori electron density fields used in this paper to constrain the 3-D inversions are obtained from
Three-dimensional electron density fields extracted from 4-D tomographic solutions based on ground GPS data and space-based GPS/MET data [Rius et al., 1997] are also used to horizontally constrain the inversions. To provide the highest resolution possible and to minimize temporal variability, the tomographic reconstructions are generated in a band +/−20° about the GPS/MET orbit plane in a Sun-fixed reference frame. In particular, the solutions are generated with a resolution of 3 hours in time, 120 km in altitude, 10° in the latitude direction, and 12° in the longitude direction.

Figure 8 compares the three different constrained inversion solutions with Abel solutions and correlative ionosonde \( N_m F_2 \) data for two different occultations. Figure 8a shows an example occultation where the Abel inversion performs better than any of the constrained inversion approaches. Figure 8b shows a
comparison where the Abel solution does not perform as well as the constrained solutions that use PRISM with \( f_0F_2 \) and TEC data. Both occultations in Figure 8 occur near the postsunset ionosphere, where horizontal gradients can be expected.

4. Statistical Comparisons With Correlative Data

In this section we statistically compare the Abel and 3-D constrained GPS/MET inversions to ionospheric correlative data. For our comparisons we have processed GPS/MET occultations from 4 days (February 20-23) in 1997 when A/S was off. The equatorial crossing times of the GPS/MET orbit during this period are approximately 0900 and 2100 LT, providing mostly morning and evening occultations. The average values for the \( F_{10.7} \) radio flux and daily \( Kp \) (the sum of the eight 3-hour \( Kp \)) for the 4-day period were 71.9 W m\(^{-2} \) Hz\(^{-1} \) and 14.6, respectively, which indicate fairly quiet ionospheric conditions. The GPS/MET inversions used for the statistical comparisons in this paper are computed using 0.1-Hz dual-frequency TEC (\( S_2 - S_2 \)) data, calibrated with data from the opposite side of the occultation (as discussed in previous sections). No effort is made to cull the statistics to use only the occultations that are close to the GPS/MET orbit plane. The statistics in this paper are subjected to a 3\( \sigma \) outlier test to remove erroneous samples.

4.1. Correlative Data

The Abel and 3-D constrained GPS/MET inversions are compared with ionosonde data (\( f_0F_2 \) in MHz and \( N_mF_2 \) in el cm\(^{-3} \)) and to GIM maps of vertical TEC (in TECU; 1 TECU = \( 10^{16} \) el m\(^{-2} \)). These correlative data sources are somewhat complementary in that the \( f_0F_2 \) measurement is a point measurement in the profile and the vertical TEC measurement is an integral measure of the profile. It is appropriate to use the \( f_0F_2 \) and vertical TEC data as both an a priori constraint to the inversions and as comparison data, because the constrained inversions use only the horizontal structure information of the field and not its absolute magnitude.

4.2. Abel Inversion Comparisons

The Abel inversion provides a vertical electron density profile (\( N \) versus altitude) assuming spherical symmetry. In practice, we assign this profile to the latitude and longitude of the tangent point of the ray at the altitude of the reconstructed \( F_2 \) peak.

To compare the Abel inversions with ionosonde data, we calculate critical frequency of the \( F_2 \) peak (i.e., the minimal frequency that allows vertical propagation through the whole ionosphere) with the following equation:

\[
f_0F_2 = 8.98 \times 10^{-3} \sqrt{N_mF_2}
\]  

where \( N_mF_2 \) is the electron density of the \( F_2 \) peak in el cm\(^{-3} \) and \( f_0F_2 \) is the critical frequency of the \( F_2 \) peak in MHz. We compare GPS/MET-derived \( f_0F_2 \) data with the closest ionosonde \( f_0F_2 \) data within 1200 km of the reconstructed GPS/MET profile. The hourly ionosonde data are interpolated to the occultation time of interest.

To compare the Abel inversions to GIM vertical TEC data, the electron density profile is integrated from orbit altitude to the ground to obtain an equivalent measurement of subsatellite vertical TEC. We compare the GPS/MET vertical TEC to GIM data that are interpolated to the assigned position and time of the reconstructed profiles.

Figure 9 and Figure 10 show the results of comparisons of the GPS/MET Abel inversions with the...
Figure 10. Plot of GPS/MET Abel inversions versus Jet Propulsion Laboratory global ionospheric map (vertical TEC) data. The dashed line shows a linear regression (constrained through zero). The mean and rms deviation for the 783 matches are -2.8 and 1.9 TECU, respectively. The linear regression rms deviation is 1.55 TECU.

Figure 10. Plot of GPS/MET Abel inversions versus Jet Propulsion Laboratory global ionospheric map (vertical TEC) data. The dashed line shows a linear regression (constrained through zero). The mean and rms deviation for the 783 matches are -2.8 and 1.9 TECU, respectively. The linear regression rms deviation is 1.55 TECU.

4.3. Three-Dimensional Constrained Inversion Comparisons

Constrained inversions formally provide us with a 3-D electron density field. Thus, for comparisons with ionosondes we calculate the vertical electron density profile (and the corresponding $f_0F_2$/$N_mF_2$ information) at the site of the ionosonde. We compare GPS/MET-derived $f_0F_2$ data with the ionosonde $f_0F_2$ data that are within 1200 km of the assigned position of the profile after the Abel inversion. Again, the hourly ionosonde data are interpolated to the occultation time of interest. To compare the constrained inversions to GIM vertical TEC data, the electron density profile is integrated as is done for the Abel statistics. We compare the GPS/MET vertical TEC to the GIM data at the assigned position and time of the profiles reconstructed by the Abel inversion.

The a priori electron density fields used to constrain the 3-D inversions are obtained from (1) adjustments of the PRISM model with ionospheric data and (2) 3-D tomographic reconstructions of ionospheric electron density. When applying these electron density fields as constraints for our inversions, we process only those occultations that take place over CONUS and Europe. We do this because we are sure there are enough observational data in these regions to improve the horizontal structure of the PRISM electron density fields and to make the tomographic solutions more robust.

The results of the $f_0F_2$/$N_mF_2$ and TEC comparisons for the PRISM and tomographic constrained inversions are summarized in Table 2. Since the number of constrained inversions is not high, our results must be considered preliminary. Generally, the constrained inversions show a statistically significant negative bias when compared with the ionosonde data. This might be explained by the nonlinearity of the constrained solutions with respect to the a priori electron density fields, discussed earlier.

5. Discussion and Conclusions

This paper summarizes the research effort performed to develop and validate GPS radio occultation retrieval algorithms for obtaining large-scale profile information in the Earth's ionosphere. The two algorithms that are discussed in detail include the tradi-


Table 2. Summary of Statistical Comparisons of the Abel and Three-Dimensional Constrained Inversions to Correlative Data

<table>
<thead>
<tr>
<th>Comparisons to Ionosondes</th>
<th>Comparisons to GIM TEC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_{o}F_2$ and $N_mF_2$</td>
</tr>
<tr>
<td></td>
<td>Number of Matches</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Abel inversion (world)</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td>163</td>
</tr>
<tr>
<td>Abel inversion (Continental United States and Europe)</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>35</td>
</tr>
<tr>
<td>PRISM constrained inversion by ionosondes</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>33</td>
</tr>
<tr>
<td>PRISM constrained inversion by TEC</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>35</td>
</tr>
<tr>
<td>Tomography constrained inversions</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>787</td>
</tr>
<tr>
<td></td>
<td>39</td>
</tr>
</tbody>
</table>

The Abel and 3-D inversion data are validated by statistically comparing 4 days (February 20-23, 1997, A/S off) of GPS/MET inversions with $f_{o}F_2$ data from a network of 45 ionosonde stations and with vertical TEC data from the global network of GPS ground receivers. Globally, the Abel inversion approach agrees with the $f_{o}F_2$ correlative data at the 13% (-0.5 MHz) rms level, with a negligible mean difference. Over CONUS and Europe, the results improve slightly to approximately the 10% rms level. These results are comparable to those published by Hajj and Romans [1998]. The accuracy of the ionosonde $f_{o}F_2$ data is approximately 0.1 MHz (H. Kroehl, personal communication, 1998), considerably less than 0.5-MHz level. Possible sources of difference that may be contributing significantly to the 13% rms include a breakdown of the spherical symmetry assumption in the region of the occultation plane near high-gradient regions, additional error due to the assumption of spherical symmetry for occultations that are off to the side of the LEO (~3000 km of smear for 45° azimuth angle), the error introduced by calibrating the TEC data, the inherent spatial variability of the ionosphere along with the fact that a correlative matching criterion of 1200 km (the average match distance is 680 km) is used in this study, and the temporal variability which is not captured by the hourly ionosonde data and which also affects the inversion results due to the finite time of each occultation.

The addition of horizontal information (PRISM
adjusted with ionosonde data; PRISM adjusted with vertical TEC data; and 3-D tomographic reconstructions) to the 3-D constrained inversions does not appear to improve upon the Abel inversion statistics. When compared with the $f_oF_2$ data, the 3-D constrained inversion approaches appear to perform only slightly worse than the Abel approach in terms of the percent rms, but they all possess statistically significant mean differences (5-7%). These mean differences appear to be caused by a nonlinearity of the constrained solutions with respect to the a priori electron density fields.

The GIM vertical TEC correlative comparisons for both the Abel and constrained inversions generally agree at near the 30% rms level, with significant mean differences of approximately 30% (~3 TECU). Our observed large mean differences are apparently due to the fact that the GPS/MET-derived TEC data do not include the portion of the ionosphere above the LEO altitude, whereas the GIM vertical TEC data do include it. The accuracy of the GIM vertical TEC data from the ionospherically quiet 4-day period analyzed in this paper should be quite good. The average difference between the GIM vertical TEC data and the TOPEX altimeter vertical TEC data (for an ionospherically quiet period in 1993) is close to 1 TECU [Ho et al., 1997]. Thus the observed large mean differences are actually a statistically significant measure of supersatellite TEC (the amount of ionosphere above the LEO altitude of 735 km) during the 4-day period from February 20 to 23, 1997. An alternative method of computing supersatellite TEC is to use positive elevation angle measurements from a LEO, but this may be complicated by the estimation of L1/L2 interchannel biases. Supersatellite TEC information may be useful for studies of ionospheric climatology or possibly for ionospheric calibration of upcoming single-frequency altimeter missions.

Appendix A: Error Introduced by Unknown Refractivity at Low Earth Orbit Position

Refractivity can be reconstructed by means of an Abel inversion through calibrated bending angle or calibrated TEC data. When reconstructing a refractivity (electron density) profile through calibrated bending angles, the refractivity at the LEO position is used twice: when calculating the bending angle as a function of impact parameter from the Doppler frequency, and when inverting the calibrated bending angle (below the LEO) into the refractivity profile. When reconstructing a refractivity profile through calibrated TEC, the refractivity at the LEO position is not used at all. The assumption of straight-line propagation used in the TEC inversion is actually a linearization of the problem using the small parameter $\nu = 1 - n_{LEO} \ll 1$. This means that when reconstructing refractivity from calibrated bending angle, the result also should not depend on the refractivity at the LEO position in the first order of magnitude with respect to $\nu$. Below we will calculate the first-order term of the dependence of the retrieved refractivity on $\nu$ and show that it is zero.

To simplify these calculations, we will assume that the LEO is circular and that the GPS satellite is at rest infinitely far away in the LEO plane. In this case, (4)-(6) transform into

$$f_d = -f \frac{v_{LEO}}{c} n_{LEO} \sin \phi_{LEO} \quad (A1)$$

$$a = r_{LEO} n_{LEO} \sin \phi_{LEO} \quad (A2)$$

$$\alpha_{AB} = -\phi_{LEO} + \delta_B \quad (A3)$$

$$\alpha_{AC} = \phi_{LEO} + \delta_C - \pi \quad (A4)$$

It can be seen from (A1) and (A2) that the impact parameter calculated from Doppler, $a = -f_d c r_{LEO} / \nu v_{LEO}$, does not depend on refractivity at the LEO position at all, while the bending angle does depend on refractivity at the LEO position through $\phi_{LEO}$ as shown below:

$$\phi_{LEO} = \arcsin (a/r_{LEO} n_{LEO}) \quad (A5)$$

Calculating $\bar{\alpha}(a) = \alpha_{BC}(a) = \alpha_{AC}(a) - \alpha_{AB}(a)$, then expanding it using the small parameter $\nu$, and keeping the linear term yields

$$\bar{\alpha}(a) = \bar{\alpha}_0(a) + \frac{2a\nu}{\sqrt{v_{LEO}^2 - a^2}} + O(\nu^2) \quad (A6)$$

where $\bar{\alpha}_0(a)$ is the bending angle calculated for $\nu = 0$. Substitution of (A6) into the inversion equation (equation (8)) gives...
\( n(x) = (1 - v) n_0(x) \)

\[
\exp \left[ \frac{V}{\pi} \int_{x}^{x_{\text{LEO}}} \frac{2\alpha}{(r_{\text{LEO}}^2 - a^2)(a^2 - x^2)} \right] + O(v^2) \quad (A7)
\]

where

\[
n_0(x) = \exp \left[ \frac{x_{\text{LEO}}}{\pi} \frac{\bar{G}_0(\alpha) d\alpha}{\sqrt{a^2 - x^2}} \right] \quad (A8)
\]

The upper limit of integration in (A7) may be changed from \( x_{\text{LEO}} \) to \( r_{\text{LEO}} \) by introducing an error of the second order of magnitude in \( v \), since \( r_{\text{LEO}} - x_{\text{LEO}} = V r_{\text{LEO}} \). Then the integral may be calculated analytically, and the result is given by

\[
n(x) = (1 - v) n_0(x) \exp[v + O(v^2)] = n_0(x) + O(v^2) \quad (A9)
\]

Thus, for the inversion through calibrated bending angles, the refractivity at the LEO position may be set to 1 both when inverting Doppler into bending and when inverting bending into refractivity (electron density), by introducing an error of the second order of magnitude in \( v \), which is smaller than the first-order error estimated by Hajj and Romans [1998] for inversions through the uncalibrated bending angles.

Appendix B. Evaluation of the Impact of Orbit (LEO Velocity) Errors on Inversions

Here we evaluate the impact of the LEO velocity error (which is a dominant error source until precise orbit determination (POD) or dual-frequency inversions are used) on inversions through single-frequency bending angles and TECs. Equation (4) is written for the full Doppler frequency, \( f_d \), which may be represented as a sum of vacuum Doppler, \( f_d^{\text{vac}} \) (due to the movement of satellites in vacuum), and excess Doppler, \( f_d^{\text{exc}} \) (the additional term related to the speeding up of phase and due to bending in the ionosphere). In practice, the first step of data processing is to calculate excess Doppler from the GPS/MET phase observables and the orbit data. Then (4), modified for the excess Doppler, is used to calculate bending angles. Thus in a strict sense the orbit data are used twice. However, the dominant error introduced by the LEO velocity errors appears at the first step, i.e., when calculating excess Doppler.

Again, as in Appendix A, we assume that the GPS satellite is at rest, infinitively far away in the circular LEO plane. In addition, we assume refractivity at the LEO position equal to 1. Then the equation (4) may be written in the form

\[
f_d = f_d^{\text{vac}} + f_d^{\text{exc}} = -f \frac{V_{\text{LEO}}}{c} \sin \phi_{\text{LEO}} \quad (B1)
\]

or

\[
f_d^{\text{exc}} = f_d - f_d^{\text{vac}} = -f \frac{V_{\text{LEO}}}{c} \left( \sin \phi_{\text{LEO}} - \sin \phi_{\text{LEO}}^{\text{vac}} \right) \equiv -f \frac{V_{\text{LEO}}}{c} \alpha \cos \phi_{\text{LEO}}^{\text{vac}} \quad (B2)
\]

where \( \alpha \) is a bending angle, and \( \phi_{\text{LEO}} \) and \( \phi_{\text{LEO}}^{\text{vac}} \) are the zenith angles at the LEO position of the true ray and of the straight-line ray, respectively.

To evaluate the magnitudes of \( f_d^{\text{vac}} \) and \( f_d^{\text{exc}} \) for mean ionospheric conditions, we take \( f \equiv 1.5 \) GHz (L1 frequency), \( V_{\text{LEO}} \equiv 7 \) km s\(^{-1}\), \( \alpha \equiv 10^4 \) rad, \( \cos \phi_{\text{LEO}}^{\text{vac}} \equiv 0.4 \), and \( \sin \phi_{\text{LEO}}^{\text{vac}} \equiv \sin \phi_{\text{LEO}} \equiv 0.9 \), and, which corresponds to about 200-km altitude, where the ionospheric effect is maximum, as seen in Figure 3. Then

\[
f_d^{\text{vac}} = -f \frac{V_{\text{LEO}}}{c} \sin \phi_{\text{LEO}}^{\text{vac}} / c \equiv 3 \times 10^4 \text{ Hz} , \quad \text{while} \quad f_d^{\text{exc}} = -f \frac{V_{\text{LEO}}}{c} \alpha \cos \phi_{\text{LEO}}^{\text{vac}} \equiv 1.5 \text{ Hz} .
\]

When excess Doppler is calculated by differencing the calculated vacuum Doppler from the observed Doppler on the GPS-LEO link, then the LEO velocity error \( \Delta V_{\text{LEO}} \equiv 5 \) cm s\(^{-1}\) (which is likely when POD is not applied) will transform into Doppler error \( \Delta f_d = -f \Delta V_{\text{LEO}} \sin \phi_{\text{LEO}}^{\text{vac}} / c \equiv 0.25 \) Hz. This constitutes about 15% of the excess Doppler at the altitude of the maximal effect and hence is fractionally bigger at other altitudes and thus not negligible.

When calculating bending angle from the excess Doppler, as seen from (B2), the fractional LEO velocity error results in the same fractional bending angle error, \( \Delta \alpha / \alpha \equiv \Delta V_{\text{LEO}} / V_{\text{LEO}} \approx 10^{-5} \), and thus the impact of LEO velocity error at this step is negligible.

When performing inversions through TEC, the concept of bending angle is not used. However, the derivative of TEC, \( dT / dr_0 \), which is used in the inversion (see equation (14)), is directly related to excess Doppler, \( dT / dr_0 = dS / dr_0 - f_d^{\text{exc}} / \nu_\perp \), where \( \nu_\perp = V_{\text{LEO}} \cos \phi_{\text{LEO}}^{\text{vac}} \) is the tangent point descent rate, and hence its fractional error is the same as the fractional error of excess Doppler. Thus the impact of LEO velocity error on inversions through bending
angles and through TEC (in the assumption of straight-line propagation) is the same.

It is important that the error in excess phase, $S$, that is introduced by the LEO error, is a kinematic error, which does not depend on the frequency of radio waves, while the excess phase does depend on frequency due to dispersion of radio waves in the ionosphere. Thus the LEO velocity error (as well as GPS and LEO clock errors) is eliminated in dual-frequency inversions when TEC is calculated through $S_1 - S_2$ (see equation (11)), and in this case POD and the double-differencing technique are not required.
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