Kinematic and Moisture Characteristics of a Nonprecipitating Cold Front Observed during IHOP. Part II: Alongfront Structures
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ABSTRACT

Kinematic and thermodynamic structures of a nonprecipitating cold front observed in west-central Kansas on 10 June 2002 during the International H2O Project (IHOP) are examined with dropsondes and airborne instrumentation that includes Doppler radars, a differential absorption lidar, and in situ sensors. Intensive observations were collected along a 125-km segment of the front, with coverage of both the cold front leading edge and the post- and prefrontal areas. Whereas the first part of this two-part series of papers focused on across-front kinematic and moisture characteristics, the study herein investigates alongfront structures relevant for convection initiation. A northeast–southwest-oriented cold front moved into the observational domain from the northwest, but its motion slowed to less than 1 m s\(^{-1}\) in the early afternoon. In the late afternoon it was intersected by a north-northeast–south-southwest-oriented reflectivity thin line that was advected from the southwest, and another boundary that is an extension of a large-scale dryline paralleling the thin line but located farther to the east. Doppler wind synthesis suggests an increase in low-level horizontal wind shear across the cold front leading edge with the approach and intersection of the boundaries causing an increase in low-level convergence (up to \(-1 \times 10^{-3}\) s\(^{-1}\)), positive vertical vorticity (up to \(-0.5 \times 10^{-3}\) s\(^{-1}\)), and upward motion (up to \(-1\) m s\(^{-1}\)). An organized pattern of misocyclones (vertical vorticity maxima \(<4\) km) and enhanced updrafts with a spacing of \(5–8\) km were observed at the cold front leading edge. At the same time vortex lines manifested as horizontal vorticity maxima were observed within the cold air oriented perpendicular to the cold front leading edge and on top of the vertical wind shear layer. The analysis suggests that inflection point instability was the dominant mechanism for their development. Low Richardson number (0.3–0.4), short lifetime (<2 h), horizontal wavelength of 3–6 km, and collocation with strong horizontal and vertical wind shear are characteristics that support the hypothesis that these instabilities were Kelvin–Helmholtz waves. Towering cumulus developed along the cold front forming a convective cell close to the intersection of the cold front, dryline, and reflectivity thin line.

1. Introduction

Over the years many studies have focused on investigating processes that play a major role in cloud development and convection initiation along boundary layer convergence lines (also referred to as boundaries) for the purpose of improving storm forecasts and quantitative precipitation estimation. Large temporal variations of kinematic and moisture structures in the vertical and horizontal dimensions were found to make precise forecasts of when and where convection initiates along a boundary difficult. Many studies have demonstrated that the atmospheric conditions that favor deep cumulus cloud development vary considerably in time and space along the boundaries associated with their formation (e.g., Wilson et al. 1992; Crook and Moncrieff 1988; Ziegler et al. 2007).

An important mechanism for cloud development is
linked to horizontal and vertical shear instabilities across the boundary (e.g., Browning and Harrold 1970; Hobbs et al. 1980; Carbone 1982; Parsons and Hobbs 1983; Young and Johnson 1984; Wakimoto and Bosart 2000). Another important mechanism for cloud development is the collision of boundaries. In this context, many cases have focused on the interaction between frontal boundaries and drylines in the southern Great Plains (e.g., Bluestein and Parks 1983; Schaefer 1986; Bluestein et al. 1990; Hane et al. 1993; Parsons et al. 1991, 2000; Neiman and Wakimoto 1999; Weiss and Bluestein 2002).

Previous studies have examined fundamental processes for better understanding convection initiation but have often lacked detailed high-resolution measurements of moisture and kinematic structures prior to and during cloud development and convection initiation. Only recently has the linkage between horizontal shear instabilities and cloud development been examined with high-resolution measurements (Lee and Wilhelmi 1997a,b, 2000; Arnott et al. 2006; Geerts et al. 2006; Marquis et al. 2007). To fill this gap, the International H2O Project (IHOP; Weckwerth et al. 2004; Weckwerth and Parsons 2006; Wilson and Roberts 2006) was conducted during May–June 2002 in the southern Great Plains. One of the aims of IHOP was to deduce processes relevant for convection initiation by using a dense network of high-resolution airborne and ground-based mobile observing systems. From the measurements collected on 24 May, Wakimoto et al. (2006) and Ziegler et al. (2007) were able to study cumulus formation and convection initiation near the intersection between a moving cold front and a dryline. They showed that no convection was initiated in this area, even though upward motions were relatively strong. Instead, cumulus cloud development was observed ~50 km to the east in an area with enhanced moisture and large potential instability. With the high-resolution mobile instrumentation used during IHOP, horizontal and vertical shear instabilities and moisture variations across drylines and cold fronts and their role in convection initiation have been intensively investigated (e.g., Arnott et al. 2006; Cai et al. 2006; Demoz et al. 2006; Geerts et al. 2006; Marquis et al. 2007; Murphy et al. 2006; Wakimoto et al. 2006; Weiss et al. 2006; Ziegler et al. 2007).

The datasets collected on 10 June 2002 during the IHOP experiment provide an opportunity to examine the kinematic and moisture structures of a nonprecipitating cold front and its interaction with two prefrontal boundaries in west-central Kansas (Fig. 1). This study is unique in that moisture and kinematic variations associated with horizontal and vertical shear instabilities along this cold front and with the intersection between the two boundaries are analyzed with a dense network of instruments. In contrast to many previous studies, observations were available over a wide spatial domain of up to ~100 km along and ~200 km across the cold front (Fig. 1, box A) prior to and during cloud development. Most of the previous studies analyzing processes that favor convection initiation along a cold front focused on the fast-moving, precipitating variety. With this analysis, we are able to investigate alongfront variations in the kinematic and moisture fields along a nonprecipitating cold front that slowed to less than 1 m s−1 in the early afternoon. Along-front structures of the 10 June IHOP cold front were examined in Friedrich et al. (2007, hereinafter Part I) using ground- and airborne instrumentation in the domain outlined as box A in Fig. 1, which includes in situ sensors, sounding systems, Doppler radars, a microwave radiometer, and a differential absorption lidar. Finescale (100 m and 90 s) structures of the 10 June cold front within a 20 × 20 km² domain (Fig. 1, box B) with an emphasis on misocyclones and cloud development were examined by Arnott et al. (2006). This paper focuses on the variability of kinematic and moisture structures observed along the front and in particular at the intersection between the cold front and prefrontal boundaries. The role of these structures in convection initiation will be discussed combining the findings of Arnott et al. (2006) and Part I, with additional observations over a wide spatial domain of up to ~100 km along the cold front. Section 2 provides a brief overview of the meteorological conditions for this case. Observing systems, including ground-based and airborne radar and lidar and in situ instruments, are described in section 3, while their analysis is presented in section 4. The influence of horizontal and vertical wind shear instabilities on coldfrontal structures are discussed in section 5. Conclusions are given in section 6.

2. Case overview

A more detailed case overview, including a description of synoptic conditions, evolution of the cold front, and thermodynamic structures, can be found in Arnott et al. (2006) and Part I. Some aspects relevant for the discussion of alongfront variability will be summarized in this section. During the analysis period between 1830 and 2100 UTC, the cold front was located in the northwestern part of the observing domain (Fig. 1, box A) and can be identified by a thin line of enhanced reflectivities (4–10 dBZ; Fig. 2). The cold front moved at a speed of less than 1 m s−1 toward the southeast as revealed by the analysis of the Electra Doppler Radar
(ELDORA) reflectivity and temperature from a mobile microwave radiometer (Part I). The deformation zone and horizontal convergence (frontogenetical processes) were observed during the entire analysis time, while the temperature gradient weakened during the afternoon (Arnott et al. 2006; Part I). Precipitation was not observed along the cold front within domain A during the 1800–2100 UTC analysis period. Analyses con-

Fig. 1. Surface observations of wind (half barb: 2.5 m s\(^{-1}\) and full barb: 5 m s\(^{-1}\)), temperature (upper number; °C), and dewpoint temperature (lower number; °C) overlaid on Geo-stationary Operational Environmental Satellite (GOES)-11 visible satellite image (1-km resolution) at (a) 1900 and (b) 2200 UTC. The location of the surface cold front is shown as a white line with alternating filled triangle symbols. The dryline is indicated as a white line with unfilled semicircles attached. The observational domain is located within the white box labeled as A; the observational domain used by Arnott et al. (2006) is located within the white box labeled as B. The location of the DDC WSR-88D is highlighted as a white circle.
ducted in Part I showed evidence for certain gravity current characteristics at the cold front leading edge, such as Froude numbers between 0.7 and 1.4, a pronounced front-normal feeder flow toward the cold front leading edge, a rotor circulation, vertically elevated bulges in mixing ratio and radar reflectivity, reverse flow close to the ground, and pronounced updrafts. Wavelike flow on top of the cold air was observed in the early afternoon, becoming more pronounced in the late afternoon.

A second, more diffuse boundary was located to the southeast of the cold front. As shown in Part I this boundary developed through the interaction between the cold front and a large-scale dryline as described by Schultz (2004). Based on surface observations it was hypothesized that this boundary formed between 1200 and 1800 UTC and is an extension of the large-scale dryline located in the Oklahoma and Texas Panhandles. Within the IHOP observing domain, the boundary has characteristics of an elevated dryline,

**Fig. 2.** Horizontal cross sections of color-coded DDC radar reflectivity (scale at the bottom) at 1.5 km MSL between 1829 and 2026 UTC. The flight path and direction of the NRL P3 aircraft are indicated as solid red lines with unidirectional arrows. (d) Locations of dropsondes deployed at 1936 and 1939 UTC are indicated by dots; (g) dropsondes released at 2051 and 2054 UTC are shown. The location of the surface cold front is shown as a black line with alternating filled triangle symbols attached. The dryline is indicated as black line with unfilled semicircles attached; (a)–(f) the reflectivity thin line is indicated as dashed black lines.
with horizontal gradients in mixing ratio (2 g kg\(^{-1}\) per 4 km at 1.2 km; Part I, Fig. 9) and wind restricted to the layer above the surface and below 1.5 km. The former characteristic of the diffuse, prefrontal boundary is different than a classical dryline, in which the hot air mass to its west is rather uniformly dry from the surface to the top of the deeply and strongly mixed boundary layer. Although the gradient in the mixing ratio across the dryline is smaller in the IHOP observing domain compared to that observed along the large-scale dryline (Fig. 1), a significant southwest-to-northeast gradient is still evident in this area (Part I). All subsequent references to the dryline in the IHOP observing domain refer to the eastern edge of this rather diffuse band of drier air concentrated in the middle of the prefrontal boundary layer, which should be understood as being distinctly different than a classical dryline.

Prefrontal dryline movement within the observing domain (Fig. 1, box A) was variable during the afternoon. In the southwestern part of the observational domain the dryline was almost stationary, but was characterized by small-scale eastward and westward displacements, or bulges (Fig. 2). In the northeastern part of the observational domain the dryline moved westward toward the cold front in the early afternoon, intersecting the cold front at \(\sim 1930\) UTC. The intersection point between the cold front and dryline (hereafter referred to as the triple point) remained almost stationary throughout the afternoon. Although reflectivity increased by \(\sim 3\) dBZ close to the triple point at 1951 UTC, deep convection did not initiate until 2136 UTC (Fig. 3). In their studies of the 24 May IHOP case, Wakimoto et al. (2006) and Ziegler et al. (2007) showed that deep convection is suppressed near the triple point.
by a combination of stability, wind shear, weak vertical motion, and strong compensating downdrafts. Weiss and Bluestein (2002) presented a case in which the dryline was lifted by an approaching cold front at the triple point. In this case an intensified cloud development would be expected north of the triple point on 10 June. Satellite images (Fig. 1), radar reflectivity, and cloud development analysis of Arnott et al. (2006) on 10 June do not support this hypothesis.

Between the dryline and cold front within the hot, dry air mass, a line of enhanced reflectivity (5–10 dBZ) paralleling the dryline was observed moving toward the cold front between 1900 and 2015 UTC (Figs. 2a–f, dashed line). Several studies have observed similar multiple fine-line structures in radar reflectivity that were also manifested in gradients in moisture paralleling the primary dryline (e.g., Hane et al. 1993, 2001; Crawford and Bluestein 1997; Weiss et al. 2006). The multiple moisture gradients are referred to as secondary drylines. The moisture gradient related to the line of enhanced reflectivity on 10 June could not be characterized by the IHOP instrumentation because of their location farther to the northeast. Therefore, we will refer to this line simply as a reflectivity thin line. Its structure and relationship to convection initiation will be discussed in more detail throughout the paper. All three air masses were capped by a strong stable layer at 2–2.5 km (Part I, Figs. 4 and 5).

Later in the afternoon, between 2000 and 2200 UTC, the temperature gradient across the front weakened because of diabatic heating in the cloud-free cool air mass (Part I; Arnott et al. 2006). Dryline characteristics were still observed in the southwestern part of the observational domain, while they vanished almost completely in the northeastern part (Figs. 2f,g). At the cold front leading edge, low-level wind shear, low-level convergence, and vertical velocity increased (Part I). Analyses in Part I also showed that the mean updraft within the frontal convergence zone was deeper and more intense than earlier with mean magnitudes of ∼1 m s⁻¹ and local maxima of ∼4 m s⁻¹. Thermodynamic conditions became more favorable for convection initiation later in the afternoon. Cumulonimbus clouds first developed along the cold front and the dryline outside of the observational domain in southwestern Kansas and the Oklahoma–Texas Panhandle at about 1930 UTC (Fig. 1). Analyses conducted in Part I showed that clouds form at and behind the cold front leading edge after 2030 UTC. Isolated reflectivity maxima (>35 dBZ), indicating the approximate location of convection initiation, were first observed at 2125 UTC by the Dodge City (DDC) Weather Surveillance Radar-1988 Doppler (WSR-88D) (Fig. 3) and the Doppler on Wheels (DOW; Arnott et al. 2006, Fig. 7f). The reflectivity maxima occurred close to the area where the cold front was intersected by the reflectivity thin line and the dryline (Figs. 2 and 3). IHOP observing systems discussed in this paper cannot be used to indicate the location of convection initiation because they were operated only until about 2100 UTC. Processes that intensified updrafts at the cold front leading edge prior to convection initiation will be discussed in more detail in sections 4 and 5.

3. IHOP observing systems and data processing

Alongfront kinematic and moisture structures were investigated by using data from instrumentation mounted on the Naval Research Laboratory (NRL) P3 aircraft that flew seven legs of ~42–123-km length at ~1.3 km MSL (~0.6 km AGL). Figure 2 shows the DDC (location indicated in Fig. 1) WSR-88D reflectivity overlaid by the P3 flight track between 1829 and 2026 UTC. Four legs (P3 leg 1, leg 3, leg 5, leg 7) were primarily located in the prefrontal air mass, while the other three (P3 leg 2, leg 4, leg 6) were flown in the postfrontal air mass. The cold front was intersected at the northern part of the observational domain during P3 leg 3. Time periods of the airborne data used for further analysis are listed in Table 1. Also included in the analysis were vertical profiles of temperature, wind, and humidity with a resolution of 8 m from four global positioning system dropsondes (Vaisala model RD93) deployed from a Learjet at 1936, 1939, 2051, and 2054 UTC (Figs. 2d,g).

ELDORA provides reflectivity and pseudo-dual-Doppler-derived winds within a three-dimensional area around the cold front. These analyses extended horizontally up to ~20 km on both sides of the aircraft and vertically from ~1 to 4 km MSL. A detailed description of ELDORA is given by Hildebrandt et al. (1994, 1996), and its configuration characteristics on 10 June 2002 are given in Table 4 of Part I. After the removal of noisy data and application of a fine-tuning navigation correction method (Bosart et al. 2002), the individual fore and aft scans were interpolated onto a three-dimensional Cartesian grid with a horizontal resolution of 600 m × 600 m and a vertical resolution of 250 m using a Cressman (1959) distance-dependent weighting scheme. The resolvable wavelength of motion is ~3.6 km (Carbone et al. 1985). Wind components were derived using a dual-Doppler analysis from the fore and aft scans (Jor-

1 In the following sections all heights will be expressed relative to mean sea level (MSL).
Kinematic structures and horizontal wind fields shown hereinafter are presented as front-relative quantities, assuming an average frontal speed of 0.9 m s$^{-1}$ (Part I). The vertical velocities were derived by integrating the mass continuity equation upward and downward using a variational scheme (O'Brien 1970).

The water vapor Differential Absorption Lidar (DIAL) Lidar pour l'Etude des Interactions Aerosols Nuages Dynamique Rayonnement et du Cycle de l'Eau (LEANDRE) pointing in the horizontal direction was used to derive maps of the water vapor mixing ratio. More information on the instrument is given in Bruneau et al. (2001). LEANDRE configuration characteristics on 10 June 2002 are also provided in Table 4 of Part I. Water vapor mixing ratio was measured from 0.6 km out to a range of ~3 km from the lidar with an along-beam resolution of 300 m and an accuracy of ±0.5 g kg$^{-1}$ (Bruneau et al. 2001). Data were interpolated onto a two-dimensional Cartesian grid with a horizontal resolution of 450 m using a two-pass Barnes filter (Barnes 1973). Aircraft in situ measurements were also utilized for the flight tracks of the NRL P3 between 1830 and 2040 UTC. The data were recorded at a frequency of 1 Hz, and owing to the average P3 aircraft speed of ~115 m s$^{-1}$, the data have a spatial resolution ~115 m.

### 4. The observed alongfront variability

#### a. ELDORA analysis

Figure 4 shows the temporal evolution of ELDORA reflectivity and pseudo-dual-Doppler-derived winds between 1831 and 2041 UTC at 1.5 km MSL. The southwest–northeast-oriented cold front leading edge was indicated with reflectivities >2 dBZ. Analyses conducted in Part I showed that winds within the cool air sector were mainly ~2–4 m s$^{-1}$ from the northwest at the surface backing to ~6–8 m s$^{-1}$ from the southwest at 1.5 km MSL (~0.8 km AGL), as shown in Fig. 4. Further details regarding the temporal evolution of ELDORA reflectivity and kinematic structures across the cold front are presented in Part I. In the present paper, details related to horizontal and vertical wind shear across the cold front are discussed in section 5. Winds at 1.5 km in the northeastern part of the domain (<99.9$^\circ$W) were primarily out of the south-southwest in both the post- and prefrontal air masses (Fig. 4). The variation in wind direction between the northeastern and southwestern parts of the observational domain is related to differences in kinematic boundary height, which is defined as the MSL height of the zero cold front–relative velocity. Although the kinematic boundary height does not necessarily coincide with the vertical gradient of temperature associated with the thermodynamic height of a boundary, it can serve as an approximate indicator and has been used for this purpose in numerous studies (e.g., Mueller and Carbone 1987; Carbone et al. 1990; Weckwerth and Wakimoto 1992; Atkins and Wakimoto 1997; Kingsmill and Crook 2003). The kinematic depths in these studies were often closely related to and somewhat smaller than independently measured thermodynamic depths. In our study, kinematic depth varied between ~1.0 and 1.25 km along the northeastern end of the cold front and between ~1.5 and 2.0 km along the southwestern end (Fig. 5). This suggests that the cold-frontal winds observed along the northeastern end were above the kinematic boundary in the area where the warm, moister air was lifted over the cold front leading edge.

Gradients in wind and radar reflectivity across the dryline were not clearly observed at 1.5 km by ELDORA because part of the dryline was located at the edge of the sampling domain (Fig. 4c) and the strongest gradients of wind and moisture occurred at and below 1.5 km. Part I showed that the wind gradient was only clearly evident at 0.9 km (Part I, Fig. 8d) and the moisture gradient, although most pronounced close to the surface, was still evident up to 1.5 km, but with weaker intensity (Part I, Fig. 9). During the afternoon the dryline approached the cold front leading edge, intersecting the front in the northeastern observational domain between 2000 and 2015 UTC (Figs. 2e,f and 4e,f). This area was well sampled by Arnott et al. (2006) using high-resolution reflectivity and Doppler velocity measurements. Their 23 km × 23 km wide observing domain is indicated as box B in Fig. 1 and at the top of Fig. 4. According to Arnott et al. (2006), who referred to the

<table>
<thead>
<tr>
<th>Name</th>
<th>P3 leg 1</th>
<th>P3 leg 2</th>
<th>P3 leg 3</th>
<th>P3 leg 4</th>
<th>P3 leg 5</th>
<th>P3 leg 6</th>
<th>P3 leg 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Directional orientation</td>
<td>NE–SW</td>
<td>SW–NE</td>
<td>NE–SW</td>
<td>SW–NE</td>
<td>NE–SW</td>
<td>SW–NE</td>
<td>NE–SW</td>
</tr>
<tr>
<td>Length (km)</td>
<td>42</td>
<td>116</td>
<td>123</td>
<td>100</td>
<td>100</td>
<td>73</td>
<td>77</td>
</tr>
</tbody>
</table>
FIG. 4. Horizontal cross sections at 1.5 km MSL of ELDORA-derived dual-Doppler horizontal winds (arrows with scale indicated at bottom) and color-coded ELDORA reflectivity (scale at the bottom). Plotting convention for cold front and NRL P3 flight path are as in Fig. 2. (c), (e)-(g) The dryline is indicated as a blue line with two unfilled semicircles attached at the southwestern end; (c), (e), (f) reflectivity thin line is indicated as a dashed blue line. The DOW radar data coverage used in the study by Arnott et al. (2006) is indicated at the top of the figure labeled as DOW radar coverage.
dryline as only a reflectivity thin line, the intersection between the dryline and cold front occurred between 2010 and 2020 UTC. Although they observed towering cumulus development along the entire length of the cold front at that time, no significant vertical velocity maxima were evident close to the triple point. Convective cells were first observed at 2136 UTC by the DDC radar in the vicinity of the triple point (Fig. 3d).

The hot, dry air mass between the cold front and the dryline was characterized by reflectivities of <0 dBZ and southwesterly winds of ~8 m s⁻¹. A prominent thin line of enhanced reflectivity (>−2 dB) was evident, consistent with the reflectivity thin line observed by the DDC radar (Fig. 2). Southwesterly wind speeds along this reflectivity feature were larger than in surrounding areas of the hot, dry air mass (Fig. 4). The reflectivity thin line was not a continuous feature, as indicated during P3 leg 3 (Fig. 4c) with a distinct break observed between 100.0° and 100.2° W. The northeastern extent of the reflectivity thin line with a maximum reflectivity of 2 dBZ and 10 m s⁻¹ winds was only observed during P3 leg 3; during the next prefrontal flight leg (P3 leg 5, 1951–2005 UTC; Fig. 4e) the reflectivity thin line is only evident in the southwestern part of the domain. It is not
Clear whether the northeastern extent of the reflectivity thin line decayed or intersected the cold front. Arnott et al. (2006) did not observe the northeastern portion of the reflectivity thin line because their first analysis started at 1930 UTC. The southwestern extent of the reflectivity thin line, however, showed higher reflectivities (>6 dBZ) and stronger winds (12 m s$^{-1}$) than its northeastern counterpart. As the afternoon progressed, the southwestern extent of the reflectivity thin line approached and intersected the cold front between 2011 and 2023 UTC (Fig. 4f). Convective cells were first observed close to the location where the two boundaries intersected (Figs. 3 and 4). The southwestern extent of the reflectivity thin line was also not covered by Arnott et al. (2006) because it was located outside their observational domain.

In the early afternoon, the leading edge of the cold front was observed as an almost straight line of enhanced reflectivity with values of 0–6 dBZ (Figs. 4a–c). Core and gap structures were evident only in the southwestern part of the cold front and only weakly developed kinks in the reflectivity field were observed (Fig. 6a). Core and gap structures are areas of reflectivity maxima and minima along a boundary such as a cold front.
front (Matejka et al. 1980; Hobbs and Persson 1982; Locatelli et al. 1995; Wakimoto and Bosart 2000; Jorgensen et al. 2003). These features are most commonly associated with precipitating boundaries, but also can occur with nonprecipitating boundaries. Figure 6 shows maximum values of reflectivity within a vertical column below 2.3-km height, an approach employed because the maxima occur at different analysis levels. As the afternoon progressed, inflections in the reflectivity field formed along the entire cold front with nonuniformly spaced reflectivity cores and gaps (Fig. 6b). After 2011 UTC, local reflectivity maxima and minima were separated almost uniformly by ~4 km along the entire cold front leading edge (Figs. 6c–d). The development of gap and core structures is often attributed to horizontal shear instabilities. Alternatively, they may develop as a consequence of the dynamics related to gravity currents when a high-density fluid overtakes a lower-density fluid (Matejka et al. 1980; Hobbs and Persson 1982). The types of observations collected on 10 June and their resolution might not be adequate to investigate this mechanism. However, our observations are capable of addressing the possible role of horizontal wind shear instabilities in modifying the cold front leading edge structure, a topic that will be discussed further in section 4.

b. NRL P3 in situ analysis

Spatial and temporal evolution of temperature, mixing ratio, and wind within the pre- and postfrontal air measured along the cold front are shown in Figs. 7–9. The alongfront, prefrontal in situ measurements clearly reveal the thermodynamic and kinematic characteristics of the three air masses (Figs. 7a–c, 8a–c, 9a–c). During P3 leg 3 the aircraft first intersected the cool, moist air in the northeastern part of the leg. This is indicated by the lowest \( \theta_e \) values along the path (~316 K), mixing ratios of 11.5–12.5 g kg\(^{-1}\), and southwesterly

![Fig. 7. Southwest–northeast horizontal profiles of equivalent potential temperature \( \theta_e \) (black lines; see scale on the left) and virtual potential temperature \( \theta_v \) (gray lines; see scale on the right) from the NRL P3 in situ instruments. The aircraft flew parallel to the cold front within the (a)–(c) prefrontal and (d)–(f) postfrontal area. Unidirectional arrows in the upper left corner in each panel indicate the direction of the NRL P3 aircraft. The approximate location of the flight track within the rotated coordinate system (Figs. 5 and 6) is indicated by the upper x axis denoted as the \( \gamma' \) axis. The location of the cold front is indicated by two filled triangles in (a); the dryline is indicated by two unfilled semicircles in (c); and the reflectivity thin line is indicated as dashed line in (a) and (b).](image-url)
winds of \( \sim 4 \text{ m s}^{-1} \). The aircraft then traversed a slightly warmer \((\theta_e \sim 317 \text{ K})\) and much drier \((q \sim 11 \text{ g kg}^{-1}, \theta_e \sim 348 \text{ K})\) air mass with winds of \( \sim 9 \text{ m s}^{-1} \) from the south-southwest. This section was flown within the hot, dry air mass with the lowest \( q \) and \( \theta_e \) values along the prefrontal flight legs and in the vicinity of the reflectivity thin line (Fig. 2c). The southwestern extent of the reflectivity thin line was intersected at \( 100.15^\circ \text{W} \), showing an increase in \( \theta_e \) up to \( 354 \text{ K} \), \( q \sim 12.5 \text{ g kg}^{-1} \), and wind speed up to \( \sim 10 \text{ m s}^{-1} \) from the southwest. The P3 leg 5 was conducted entirely within the hot, dry air mass approaching only the dryline boundary at \( 99.6^\circ–99.8^\circ \text{W} \). In this area winds increased slightly, the direction changed to more southerly, average mixing ratios were \( \sim 11 \text{ g kg}^{-1} \), and \( \theta_e \) increased slightly. In situ measurements do not clearly indicate an intersection with the dryline. Another pronounced feature within the hot, dry air mass is the local maxima in \( \theta_e \) and \( q \) collocated with a slight change in wind direction at \( \sim 100.05^\circ \text{W} \), which corresponds to the location of the southwestern extent of the reflectivity thin line (Fig. 2c). The southwestern part of the P3 leg 5 was slightly drier and warmer, with \( \theta_e \sim 349 \text{ K}, \theta_v \sim 318 \text{ K} \), and \( q \sim 10 \text{ g kg}^{-1} \) compared to the northeastern part, and winds of \( \sim 8 \text{ m s}^{-1} \) were directed mainly from the southwest. After 2030 UTC (P3 leg 7), the aircraft intersected the dryline between \( 99.7^\circ \text{W} \) and \( 99.8^\circ \text{W} \), which is indicated by a drop in \( \theta_e \) of \( \sim 4 \text{ K} \) and a decrease in wind speed from \( \sim 12 \text{ to } \sim 8 \text{ m s}^{-1} \). Gradients in wind and moisture related to the reflectivity thin line were not observed (Figs. 7c, 8c, 9c). Between 1902 and 2041 UTC (Figs. 7a–c), the mean \( \theta_e \) increased from 316 to 318 K, \( \theta_v \) rose from 350 to 352 K, and the spatial variation of thermodynamic quantities within the prefrontal air decreased. The latter is indicated by a decrease in the standard deviation of \( \theta_e \) from 1.7 (P3 leg 3) to 1.2 K (P3 leg 7), and \( \theta_v \) from 0.5 to 0.3 K. The average mixing ratio within the hot, dry air increased from 10 to 12 g kg\(^{-1}\) between 1902 and 2041 UTC (Figs. 8a–c). The variation of vertical velocities ranging from \( \sim 4 \text{ to } \sim 4 \text{ m s}^{-1} \) did not change during this time in the prefrontal area (Figs. 8a–c). Much less variation in thermodynamic and kinematic

![Fig. 8](image_url)
variables was observed within the postfrontal area (Figs. 7d–e, 8d–e, 9d–e). Mean \( \theta_e \) showed a slight increase (from \( \sim 350 \) to \( \sim 351 \) K) between 1844 and 2023 UTC, and \( \theta_e \) rose by \( \sim 3 \) K (from \( \sim 314 \) to \( \sim 317 \) K), which might be related to diabatic heating within the cloud-free cool air (Arnott et al. 2006). On the northeastern end of P3 leg 2 the aircraft flew away from the cold front toward cooler air, which is indicated by a decrease in \( \theta_e \) relative to Fig. 7c. Mixing ratio increased from \( \sim 11 \) to \( \sim 12.5 \) g kg\(^{-1}\) in moving from the southwestern to northeastern ends of the cold front (Figs. 8d–e). Interestingly, pronounced variations of up to \( \sim 2 \) K (1.5 g kg\(^{-1}\)) in \( \theta_v \) and \( \theta_e(q) \) were observed in the northeastern part during P3 leg 4, while \( \theta_v \) and \( \theta_e(q) \) varied only by \( \sim 1 \) K (0.5 g kg\(^{-1}\)) during P3 leg 2 and the southwestern part of P3 leg 4. It is most likely that these differences and the increase in \( q \) are linked to the variability of the kinematic boundary height (Fig. 5). In the northeastern part of the cold front, where the kinematic boundary height was \( \leq 1.5 \) km, the P3 aircraft skimmed the top of the boundary where warm, moister air was lifted over the cool air. The flight track variations in \( \theta_v \) and \( \theta_e \) can likely be attributed to sampling this vertical interface between air masses where mixing should be enhanced. During P3 leg 6 the aircraft intersected an area with pronounced kinks in the reflectivity field (Fig. 2f). Here, \( \theta_v \) increased up to \( \sim 318 \) K, the highest value observed within the postfrontal air mass. The winds were on average from the west at \( \sim 3.7 \) m s\(^{-1}\) during P3 leg 2 but shifted to west-southwesterly at \( \sim 4.2 \) m s\(^{-1}\) during P3 leg 6 (Fig. 9f). Variations in wind direction and speed increased significantly over time, as indicated by a rising standard deviation for wind direction from 29° to 42° and wind speed from 1.3 to 1.8 m s\(^{-1}\). Vertical velocities during P3 leg 2 and leg 4 varied by \( \pm 2 \) m s\(^{-1}\). Variance of the vertical velocity increased slightly up to \( \pm 3 \) m s\(^{-1}\) during P3 leg 6.

5. Influence of wind shear instabilities on cold-frontal structures

a. Horizontal wind shear

1) Characteristics of vertical vorticity maxima

Horizontal wind shear instabilities can trigger centers of small-scale (2–4 km) enhanced vertical vorticity, which we define as misocyclones. In the early afternoon (P3 leg 1–leg 3; 1831–1920 UTC), weak horizontal wind shear was present, with winds mainly from the southwest at 1.5 km MSL both in the post- and prefrontal area (Figs. 4a–c). The alongfront wind component differed mainly by \( \sim 2 \) m s\(^{-1}\) between the pre- and postfrontal air masses (Figs. 10a–c), and no misocyclones
were observed (Fig. 11a). With the approach of the reflectivity thin line and dryline between 1920 and 2023 UTC (P3 leg 4–leg 6), horizontal wind shear across the cold front leading edge increased. The difference between alongfront winds in the post- and prefrontal air masses increased to 4–6 m s\(^{-1}\) (Figs. 10d–g) and during P3 leg 6 misocyclones with vertical vorticity magnitudes of \(\zeta > 2 \times 10^{-3} \text{ s}^{-1}\), regularly spaced every 5–10 km, were observed (Fig. 11b).

Linear theory indicates that the fastest-growing mode will be at a wavelength of about 6 times the width of the wind shear zone (Miles and Howard 1964; Barcilon and Drazin 1972; Mueller and Carbone 1987), with a characteristic time of development of 100 s (Carbone 1983). Based on the 90-m-resolution University of Wyoming (UW) King Air flight-level data (Part I), the width of the wind shear zone across the cold front leading edge was about 1.7 km at 0.9 km MSL during 2006–2022 UTC. The resulting wavelength according to linear theory would be 10.2 km. ELDORA winds with coarser resolution reveal a slightly wider wind shear zone of 1.6–2.4 km at 1 km MSL during P3 leg 5 (1951–2005 UTC). The wavelength would be 9.6–14.4 km. The observed misocyclone spacing was about 5–8 km MSL between 1946 and 2010 UTC based on the high-resolution DOW data (Arnott et al. 2006). ELDORA data reveal a misocyclone spacing of 5–10 km during P3 leg 6 at 1.5 km MSL (Fig. 11b). Although the development of these instabilities cannot be observed with the temporal resolution of the data, the observed wavelength of 5–10 km is in rough agreement with the 9.6–14.4-km wavelength derived from linear theory.

Matejka et al. (1980) and Friedrich et al. (2005) suggested that the difference between alongfront wind
components causes horizontal shear instabilities. The investigation of misocyclones along thunderstorm outflows by Friedrich et al. (2005) showed that a difference in alongfront wind components of >4 m s\(^{-1}\) was observed during those cases with the strongest misocyclones (\(\zeta > 2.5 \times 10^{-3} \text{ s}^{-1}\)). Comparing misocyclone organization during P3 leg 5 with leg 7 (Figs. 9b,c), the size of single misocyclones increased (99.9\(^\circ\)–100.2\(^\circ\)W), some misocyclones vanished (99.7\(^\circ\)–99.9\(^\circ\)W), and the organized pattern disappeared. Although misocyclones are not equally spaced in the horizontal projection of maximum vertical vorticity within a vertical column in Fig. 6, the number and size of misocyclones increased from P3 leg 4 to leg 6 and slightly decreased from P3 leg 6 to leg 7 (red circles in Fig. 6c,d). Arnott et al. (2006) and Marquis et al. (2007) were able to track several misocyclones during their lifetime based on high-resolution radar data observed on 10 June. They observed that after 2020 UTC several misocyclones began to merge.

2) Effects of Misocyclones on Kinematic and Moisture Field

Several studies have shown that core and gap structures can develop along boundaries from horizontal shear instabilities (e.g., Hobbs et al. 1980; Wakimoto and Bosart 2000). More recent investigations have also demonstrated that misocyclones can distort the horizontal wind field by producing local maxima of low-level convergence (e.g., Kingsmill 1995; Lee and Wilhelmson 1997a,b; Friedrich et al. 2005). Comparing misocyclone velocity maxima decreasing as indicated by comparison of P3 leg 6 with leg 7 in Fig. 6 and P3 leg 5 with leg 7 in Fig. 11. The vertical velocity maxima were mainly adjacent to the reflectivity cores and located southwest of the misocyclones during P3 leg 4 (Fig. 6b) and leg 5 (Fig. 11b). This typical pattern of misocyclones and vertical velocity maxima was also noted in other studies (e.g., Carbone 1983; Mueller and Carbone 1987; Kingsmill 1995; Lee and Wilhelmson 1997a; Friedrich et al. 2005; Murphey et al. 2006; Arnott et al. 2006; Marquis et al. 2007).

Mruphey et al. (2006) showed that the interaction between misocyclones and the moisture field along a north–south-oriented dryline was highly variable in time. They observed areas of moisture advection collocated with misocyclones, moisture advection toward the west side of the dryline north of misocyclones, and drier air advection toward the east side of the dryline south of misocyclones. Similar results on the effects of misocyclones on the moisture field along boundaries have also been reported by Pietrycha and Rasmussen (2004), Buban et al. (2007), and Marquis et al. (2007). To investigate the influence of misocyclones on the moisture distribution on 10 June, mixing ratios derived from LEANDRE-II measurements are superimposed on ELDORA-derived dual-Doppler horizontal winds (Fig. 12). Because the collection of lidar data was limited to a range of ~3 km from the flight track, aircraft navigation made it difficult to capture parts the cold front and misocyclones. The moisture distribution along the cold front was only well captured within P3 leg 6, while the moisture field ahead of the cold front was only well observed during P3 leg 7. Generally, LEANDRE-II-derived mixing ratios exhibited only a small degree of horizontal heterogeneity along the indicated swath. Mixing ratios at 1.5 km MSL were ~4 g kg\(^{-1}\) higher along the northeastern end of the cold front compared to the southwestern end during P3 leg 6 (Fig. 12a), which might be related to alongfront variabilities in the kinematic boundary height (Fig. 5) and prefrontal mixing ratio (Figs. 8d–f). LEANDRE measurements at 1.5 km along the southwestern end of the cold front were still located within the cool, moist air. Higher mixing ratios observed by LEANDRE along the northeastern end of the cold front correspond to an area where the warm, moister air was transported upward and over the cool air resulting from the lower kinematic boundary heights relative to the southwestern part. Moisture variations of up to 3 g kg\(^{-1}\) were observed ahead of the cold front (Fig. 12b) during P3 leg 7, with higher values close to the area of convection initiation between 100.0\(^\circ\) and 100.1\(^\circ\)W. No linkage between the horizontal distribution of mixing ratio, vertical velocity, and vertical vorticity was observed during P3 leg 6 (Figs. 12c,d). Phenomena reported by Murphey et al. (2006) might have been missed either because of their high temporal variation or because they are not as evident as in the Murphey et al. study because of the...
lower mixing ratio gradient between cool, moist and warm, moister air on 10 June.

b. Vertical wind shear

1) Characteristics of horizontal vorticity maxima

Linearly structured horizontal vorticity maxima (vortex lines) were observed behind and almost perpendicular to the cold front leading edge between 1930 and 2045 UTC. These structures were also evident as undulation in kinematic boundary height (Fig. 5) and to some extent in the horizontal wind field (Figs. 4d–g). Representative positions of the vortex lines are shown as blue lines in Fig. 13. The identification of those lines, based primarily on the magnitude of maximum horizontal vorticity (Fig. 13) and secondarily on kinematic boundary height (Fig. 5), was particularly difficult because the vortex lines were transient. The vortex lines were first observed in the cool air within ~12 km of the cold front leading edge at 1844–1856 UTC (P3 leg 4; Fig. 13a), but extended out to ~20 km behind the cold front between 1929 and 1944 UTC (P3 leg 4; Fig. 13b). Vortex lines are fewer in number and are spaced farther apart between 2011 and 2023 UTC (P3 leg 6; Fig. 13c). The lines were oriented from the north-northwest to south-southeast at an angle of ~65° relative to the cold front. Between 1929 and 1944 UTC (P3 leg 4), the observed features were spaced horizontally at 3–6-km intervals and were aligned almost perpendicular to the boundary layer wind and almost parallel to the vertical wind shear vector (Fig. 13b). The wind shear vector was derived between 2.55 km MSL and the lowest analysis level, located at 1.05 km. During the analysis period the
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wind shear vector behind the cold front was primarily
directed toward the northwest (~80° off the cold front).
The displacement of the vortex lines could not be
tracked because of the coarse temporal resolution (~40
min) of the ELDORA data between the postfrontal
flight legs. Arnott et al. (2006) also observed these vor-
tex lines between 1930 and 2000 UTC, which were in-
dicated by reflectivity and convergence maxima. They
determined that the lines traveled at a speed of \(\sim 9.6\) m s\(^{-1}\) toward the north-northeast and had a horizontal spacing of \(\sim 3\) km. Because they could not diagnose the origin of these lines they referred to them as linear reflectivity maxima.

2) BOUNDARY LAYER HORIZONTAL ROLLS

One hypothesis for the origin of these organized structures is boundary layer horizontal rolls. Horizontal convective rolls are counterrotating horizontal vortices that can be forced by thermal and/or dynamic instabilities (e.g., Lilly 1966; Brown 1980; Stensrud and Shirer 1988; Weckwerth et al. 1997). With thermal instability, the roll energy is obtained from buoyancy while wind shear organizes the clouds into bands. Although the UW King Air data reveal that the cool air mass was neutrally stratified (Part I, Fig. 7), it is plausible that the environment could become slightly unstable in the afternoon resulting from the diabatic heating within the cloud-free cool air. In this section, environmental conditions on 10 June will be examined to determine if boundary layer horizontal convective roll formation is favored from a theoretical standpoint, and, if so, whether their characteristics are consistent with the observed characteristics of the vortex lines (wavelength, diameter, location, up- and downdraft pattern).

Because pronounced vertical wind shear was observed between the cold-frontal outflow and the upstream flow on 10 June (Part I), it is more likely that the dominant mechanism associated with the development of horizontal convective rolls was related to dynamic instabilities. Dynamic instabilities include parallel instability in which the roll energy is obtained either from along-roll shear or inflection point instability, which forms rolls when the wind profile has an inflection point in the cross-roll direction. Numerical simulations indicate that roll orientation changes from being parallel to the mean wind shear vector for parallel instabilities to perpendicular for inflection point instabilities (Stensrud and Shirer 1988). On 10 June the vortex lines were aligned with the wind shear vector, almost perpendicular to the mean boundary layer wind. Vertical wind profiles within the postfrontal region revealed a strong directional wind shear component (vertical profiles of the horizontal wind are shown in Part I, Figs. 5, 6, and 8), so it is more likely that inflection point instability was the dominant mechanism. Observational studies show that roll orientation is governed by vertical wind shear when the shear has a strong directional component (e.g., Ferrare et al. 1991; Arnott et al. 2006; Ziegler et al. 2007). In the observational studies that have strong speed shear, horizontal convective rolls were mainly aligned with the mean wind (e.g., Weckwerth and Wakimoto 1992).

The rolls typically have a wavelength of about 2–4 times the boundary layer depth. With a boundary layer depth of \(\sim 0.6\) km (Part I), a horizontal separation of \(\sim 1.2–2.4\) km would be expected, which cannot be resolved with the ELDORA data having a resolvable wavelength of 3.6 km. High-resolution radar data from 10 June with a resolvable wavelength of 1.2 km presented by Arnott et al. (2006) derived a spacing of 3 km, which is too coarse for horizontal convective rolls. Theory also suggests that the diameter of each roll has a spatial scale that is of the same order as the boundary layer depth. The only measure of diameter in the present case comes from the maxima of horizontal vorticity shown in the vertical cross section in Figs. 14 and 15. The vortices seem to be elevated and located close to the shear layer, which does not support the existence of horizontal convective rolls. Figure 16 shows vertical velocity and mixing ratio within the northern cool air sector (80-96 km in Fig. 13c; Fig. 8f) during P3 leg 6. The aircraft flew close to the leading edge at 1.3 km MSL, which is also close to the kinematic boundary. The mixing ratio was generally well correlated with vertical velocity, showing increasing values in the updraft region when moister air is transported upward and vice versa. Nevertheless, a pronounced pattern of updrafts and downdrafts spaced at \(\sim 2\)-km intervals indicating counterrotating vortices were not observed.

3) KELVIN–HELMHOLTZ INSTABILITIES

Inflection point instability is also viewed as a generalized Kelvin–Helmholtz-type instability (Brown 1980; Stensrud and Shirer 1988; Ziegler et al. 2007). Kelvin–Helmholtz waves occur at the interface between two flows of different wind velocity and density when strong vertical wind shear and low Richardson numbers are present. Strong vertical shear of the horizontal wind occurred close to the kinematic boundary on 10 June, which separates the cold outflow moving toward and the upstream flow moving away from the cold front leading edge (Fig. 15). The front-normal wind shear derived from dropsonde data (Part I) varied between 0.01 and 0.02 s\(^{-1}\) (Table 2). Mueller and Carbone (1987) observed vertical wind shear of 0.009–0.02 s\(^{-1}\) in the vicinity of Kelvin–Helmholtz waves, which were observed by ground-based radar on top of a thunderstorm outflow. On 10 June, the wind shear zone was located between \(\sim 1.5\) and 2.5 km MSL (Fig. 15).

Kelvin–Helmholtz waves develop when the Richardson number is below 0.25 and maintain when it is less than 1.0 (Miles and Howard 1964). On 10 June 2002, the Richardson number provides the strongest evidence...
FIG. 14. Southwest–northeast vertical cross section within the postfrontal region during P3 (a), (b) leg 2 and (c), (d) leg 4. The location of the cross sections is indicated in Fig. 13a, labeled as (a), (b) I–I’ and in Fig. 13b, (c), (d) labeled as II–II’. (a), (c) Color-coded ELDORA reflectivity (scale at the bottom) overlaid by wind vectors (arrows with asymmetric scale indicated) in the plane of the cross section. (b), (d) Gray-shaded magnitude of horizontal vorticity (scale at the bottom), vertical velocity contours (red lines; see scale at the bottom), convergence contours (turquoise lines), and divergence contours (green lines). Updraft areas are indicated by red, solid lines and upward-pointing arrows; downdrafts are indicated by red, dashed lines and downward-pointing arrows. In all panels the kinematic boundary is indicated as a thick black line and the flight level at 1.3 km MSL as a horizontal, thin black line with the aircraft symbol.
FIG. 15. Northwest–southeast vertical cross section for P3 leg 4 as indicated in Fig. 13b with (a) A–A’, (b) B–B’, (c) C–C’, and (d) D–D’. (left) Color-coded ELDORA reflectivity (scale at the bottom) overlaid by wind vectors (arrows with asymmetric scale indicated) in the plane of the cross section and vertical vorticity contours (thin black lines). (right) Gray-shaded magnitude of horizontal vorticity overlaid by vertical velocity contours (red lines) and convergence contours (turquoise lines). Upward motion and convergence are indicated by solid lines; downward motion and divergence are highlighted by dashed lines. In all panels the kinematic boundary is indicated as a thick gray line; the location of the flight path is shown by the aircraft symbol.
for the existence of Kelvin–Helmholtz waves. Richardson numbers were derived from vertical profiles of temperature and wind measured by the dropsondes placed within the cool-air sector \(\sim 3–30 \) km from the leading edge (Figs. 2d,g; Table 2). The smallest Richardson numbers of 0.3–0.4 occurred between 1936 and 1939 UTC when the vortex lines were most distinct (Fig. 13b). They increased to 0.55–1.0 between 2051 and 2054 UTC when the vortex lines became more diffuse (Fig. 13c). Although the Richardson numbers were too large for the development of Kelvin–Helmholtz waves, they were sufficient to maintain these waves. The dropsondes were not well located and timed with respect to the occurrence of the waves, which were detected farther to the southwest between 1845 and 1945 UTC. Mueller and Carbone (1987) and Weckwerth and Wakimoto (1992) also observed Richardson numbers that were not sufficiently small to generate Kelvin–Helmholtz instabilities, although the main characteristics of the waves in their cases fit the Kelvin–Helmholtz theory.

Further evidence for Kelvin–Helmholtz waves is given by the evolution and the horizontal wavelength of the vortex lines. Droegemeier and Wilhelmson (1987) and Mueller and Carbone (1987) showed that Kelvin–Helmholtz waves form near the gust-front head and propagate on top of the boundary in time similar to what was observed on 10 June during P3 leg 2 and leg 4 (Figs. 12a,b). According to linear theory, Kelvin–Helmholtz waves should have a wavelength of 4.4–7.5 times the vertical thickness of the shear layer (Miles and Howard 1964; Mueller and Carbone 1987). Based on dropsonde data between 1936 and 2057 UTC, the depth of the shear layer was about 0.6–1.3 km (Table 2). The resulting wavelength according to linear theory would range between about 3 and 10 km. The separation of the horizontal vorticity maxima reveals a wavelength of about 6 km (Fig. 13b), which is about the mean value of the 3–10-km wavelength derived from linear theory. Although vertical velocity (Fig. 16) does not suggest a pronounced pattern, it can be hypothesized that three vortices rotating in a counterclockwise

![Fig. 16. Horizontal profile of vertical velocity (black line) and mixing ratio (gray line) at 1.3 km MSL within the postfrontal air measured between 2020 and 2023 UTC (P3 leg 6) by in situ instruments mounted on the P3 aircraft. Thick arrows indicate the probable location of Kelvin–Helmholtz waves.](image)

| Table 2. Parameters for calculating Richardson number (Ri), which is the ratio between stability to front-normal wind shear \(\frac{\Delta u}{\Delta z}\). Stability is indicated by the Brunt–Väisälä frequency \(N^2\) with \(N^2 = \frac{g}{\Delta \theta/\Delta z}\), with \(g\) being the gravity acceleration (\(\sim 9.8 \text{ m s}^{-2}\)), \(\theta\) being potential temperature, and \(\Delta z\) being the depth of the shear layer. Values were derived from dropsondes launched above the cool-air sector. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | 1936 UTC        | 1939 UTC        | 2054 UTC        | 2057 UTC        |
| Distance from the cold front leading edge (km) | 30              | 5               | 3               | 28              |
| \(\Delta z\) (m) | 600             | 1300            | 700             | 1100            |
| \(\Delta \theta\) (K) | 2.7            | 0.6             | 0.4             | 2.0             |
| \(\Delta u\) (m s\(^{-1}\)) | 11.1           | 8.5             | 8.3             | 8.1             |
| \(N^2 \times 10^{-5}\) (s\(^{-2}\)) | 14              | 1.4             | 1.7             | 5.7             |
| Ri              | 0.41            | 0.34            | 0.55            | 1.04            |
direction with \( \sim 4\)–5-km spacing were observed (arrows in Fig. 16). The orientation of the wave crests is \( \sim 65^\circ \) off the cold front leading edge and parallel to the wind shear vector (Fig. 13). While most studies have revealed waves parallel to the boundary (e.g., Droegemeier and Wilhelmson 1987; Mueller and Carbone 1987), Weckwerth and Wakimoto (1992) observed waves almost perpendicular (\( \sim 70^\circ \)) to the gust-front interface and concluded that the orientation is attributed to being parallel to the low-level wind shear vector.

Figure 13b indicates that some vortex lines are also connected to vertical vorticity maxima at the cold front leading edge. Weckwerth and Wakimoto (1992) observed waves almost perpendicular (\( \sim 70^\circ \)) to the gust-front interface and concluded that the orientation is attributed to being parallel to the low-level wind shear vector.

6. Conclusions

The kinematic and thermodynamic structures of a nonprecipitating, slowly moving cold front observed in west-central Kansas on 10 June 2002 during IHOP were examined with airborne instrumentation that included Doppler radars, a differential absorption lidar, and in situ sensors. Intensive observations were collected along a 125-km segment of the front, allowing investigation of the spatial and temporal evolution of kinematic and thermodynamic structures in the vicinity of the cold front leading edge and the post- and pre-frontal areas. The analysis also included vertical profiles of temperature, humidity, and wind from dropsondes deployed within the cool-air sector. In contrast to Part I, where across-front structures were emphasized, this investigation focused on structures observed in the alongfront dimension. A conceptual model of the conditions along the cold front on 10 June is presented in Fig. 17.

In the early afternoon (Fig. 17a; 1800–1930 UTC) the cold front was located in the northwestern part of the observational domain. Core and gap structures were evident in the southwestern part of the cold front leading edge, and weakly developed kinks in the reflectivity field were observed. The postfrontal sector was dominated by cool, moist air (\( \theta_c \sim 350 \text{ K}, \theta_v \sim 316 \text{ K}, q \sim 11.5\)–12.5 g kg\(^{-1}\)), with \( \sim 5 \text{ m s}^{-1} \) surface winds from the
northwest backing to 10–15 m s⁻¹ winds from south-southwest on top of the boundary (~2 km MSL). As shown in Part I, the cool-air sector showed gravity current characteristics such as a pronounced feeder flow toward the cold front leading edge, a rotor circulation at the leading edge, and a front-to-rear flow at the top of the cold outflow. The kinematic boundary height of the cold front ranged between 1 and 1.25 km MSL in the northeastern part and between 1.5 and 2.0 km in the southwestern part of the cold front.

An extension of the large-scale dryline located to the south was observed separating hot, dry air \((\theta_e \sim 348 \text{ K}, \theta_v \sim 319 \text{ K}, q \sim 9.5–11 \text{ g kg}^{-1})\) advected from the southwest at ~7 m s⁻¹ located immediately ahead of the cold front from warm, moister air \((\theta_e \sim 351 \text{ K}, \theta_v \sim 317 \text{ K}, q > 12 \text{ g kg}^{-1})\) located farther to the southeast that was advected from the south at ~10 m s⁻¹. All three air masses were capped by a strong stable layer at about 2–2.5 km (Part I), indicated by the hatched area. The change in wind direction (~20–30°) was less distinct and updrafts were weaker (~0.5 m s⁻¹) at the dryline compared to the cold front (Part I). Within the hot, dry air mass, a reflectivity thin line parallel to the dryline that was located farther to the east was evident with reflectivities between 6 and 11 dBZ. The northeastern extent of the reflectivity thin line decayed or intersected the cold front between 1930 and 2000 UTC. Pronounced updrafts usually associated with intersecting boundaries were not observed. The dryline remained almost stationary in the southwestern part of the observational domain and was characterized by bulge-like eastward and westward displacements. Later in the early afternoon the northeastern part of the dryline and southern reflectivity thin line moved toward the cold front leading edge.

In the late afternoon (Fig. 17b: 1930–2200 UTC) horizontal wind shear at the cold front leading edge increased along the entire cold front with the approach of the dryline and reflectivity thin line, which served as a catalyst to trigger instabilities that intensified to misocyclones (purple circles in Fig. 17b). Organized patterns of misocyclones with a spacing of 5–8 km were observed between 1951 and 2005 UTC. Later in the afternoon, misocyclones still occurred, but without an organized pattern. When the frontal circulation weakened in the late afternoon because of diabatic heating (Part I), misocyclones had a greater influence on the organization of the vertical velocity than when the frontal circulation was stronger. The development of core-gap structures and kinks in the reflectivity field along the cold front on 10 June can be one manifestation of horizontal instabilities. At the same time misocyclones occurred at the cold front leading edge, zones of enhanced low-level convergence and enhanced updraft of >2 m s⁻¹ (orange arrows) were observed. With an updraft of 2–4 m s⁻¹ air parcels need to remain in the updraft for ~12–24 min in order to reach the level of free convection located at 3.8 km MSL (2.9 km AGL) at 2100 UTC (Part I). Enhanced updraft regions were observed along the cold front between 1930 and 2100 UTC. The position of the vertical velocity relative to the misocyclones is inconsistent; some vertical velocity maxima were on one side of the misocyclones, some were on both sides, while others were nearly collocated as also found by Friedrich et al. (2005).

Thermodynamic conditions became more favorable for convection initiation with increasing convective available potential energy, decreasing convective inhibition, a decrease of the level of free convection, and weakening of the capping layer in the late afternoon (Part I, Table 1). Convection along the cold front leading edge was first observed at 2125 UTC close to the area where the southwestern reflectivity thin line intersected the cold front at ~2015 UTC. Convection was also observed at about 2136 UTC in the northeastern part of the observational domain where the northeastern reflectivity thin line (~1930 UTC) and the dryline (~2015 UTC) intersected the cold front. Airborne instruments covering a wide along-frontal range were only available until 2041 UTC, so that the influence of wind shear instability on convection initiation remains speculative. Based on the kinematic structures observed prior to 2041 UTC it can be hypothesized that wind shear instabilities might favor convection initiation because vertical vorticity and vertical velocity maxima were primarily observed in the area where prefrontal boundaries intersected the cold front. It can be further assumed that the moisture necessary for cloud development was provided mainly by the approach of the warm, moister air in the northeastern part of the observing domain. Cloud development southwest of the dryline–cold front triple point might have been favored by the transport of moisture through the reflectivity thin line and that fact that the dry air was located mainly below 1.8 km. Mixing ratio at 1.3 km MSL and immediately ahead of the cold front increased from 10 to 12 g kg⁻¹ between 1900 and 2041 UTC.

Organized structures manifested as horizontal vorticity maxima (vortex lines indicated as gray areas) were observed within the cool air in the late afternoon. These vortex lines developed at the cold front leading edge and were found ~20 km behind the cold front on top of the cold front boundary between 1929 and 1944 UTC. The lines were spaced at ~3–6-km intervals, oriented ~65° relative to the cold front leading edge, almost perpendicular to the boundary layer wind and al-
most parallel to the wind shear vector. It seems most likely that these features were forced by dynamical instabilities occurring between the cool air and the environment immediately above. The observational data do not unambiguously support the existence of either horizontal convective rolls or Kelvin–Helmholtz waves. Based on the ELDORA data, the vortex lines were not observed entirely within the boundary layer, which argues against horizontal convective rolls. Strong horizontal and vertical wind shear, short lifetime, and low Richardson numbers (~0.3 at 1939 UTC) are factors that support the argument for Kelvin–Helmholtz instabilities.

This case study showed that strong dynamical instabilities occurred at the interface between the slowly moving cold front and prefrontal boundaries, which could have been preferred regions of convection initiation. Measurements of high temporal and spatial resolution throughout the entire boundary layer are necessary to further investigate the influence of dynamical instabilities along slowly moving cold fronts and their influence on convection initiation. Future field experiments should also focus on high-resolution measurements ahead of the front, which are necessary to better understand formation, development, decay of the prefrontal boundaries, and their influence for convection initiation.
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