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Abstract

We here present, document and validate a new atmospheric component of the Community Earth System Model (CESM1): the Specified Chemistry Whole Atmosphere Community Climate Model (SC-WACCM). As the name implies, SC-WACCM is a middle atmosphere-resolving model with prescribed, rather than interactive chemistry. Ozone concentrations are specified throughout the atmosphere, using zonal and monthly mean climatologies computed by a companion integration with the Whole Atmosphere Community Climate Model (WACCM). Above 65 km, in addition, the climatological chemical and shortwave heating, nitrogen oxide, atomic and molecular oxygen and carbon dioxide are also prescribed from the companion WACCM integration. We carefully compare the climatology and the climate variability of preindustrial integrations of SC-WACCM and WACCM each coupled with active land, ocean and sea-ice components. We note some differences in upper stratospheric and lower mesospheric temperature, just below the 65 km transition level, due to the diurnal ozone cycle that is not captured when monthly mean ozone is used. Nonetheless, we find that the climatology and variability of the stratosphere, the troposphere and surface climate are nearly identical in SC-WACCM and WACCM. Notably, the frequency and amplitude of Northern Hemisphere stratospheric sudden warmings in the two integrations are not significantly different. Also, we compare WACCM and SC-WACCM to CCSM4, the "low-top" version of CESM1, and we find very significant differences in the stratospheric climatology and variability. The removal of the chemistry reduces the computational cost of SC-WACCM to approximately one half of WACCM: in fact, SC-WACCM is only 2.5 times more expensive than CCSM4 at the same horizontal resolution. This considerable reduction in computational cost makes the new SC-WACCM component of CESM1 ideally suited for studies of stratosphere-troposphere dynamical coupling and, more generally, the role of the stratosphere in the climate system.

1. Introduction

Over the past several decades, the global crisis of ozone depletion necessitated the development of general circulation models (GCMs) with a well-resolved stratosphere and interactive stratospheric ozone chemistry [SPARC CCMVal, 2010]. This focus has led to important advances in our understanding not only of ozone depletion and its projected recovery, but also of the unanticipated effects of ozone depletion on climate, particularly in the Southern Hemisphere [see Thompson et al., 2011; Previdi and Polvani, 2014, for recent reviews].

Unfortunately, model integrations of stratosphere-resolving GCMs with interactive chemistry are computationally expensive. For example, the National Center for Atmospheric Research (NCAR) Whole Atmosphere Community Climate Model (WACCM) of the Community Earth System Model Version 1 (CESM1) includes 59 chemical species, 217 gas-phase reactions and 17 heterogeneous reactions, and requires 1130 core-hours per year of integration on the NCAR Yellowstone supercomputer using 352 processors (Table 3).

For scientists interested in studying the dynamics—rather than the chemistry—of the stratosphere and its coupling to surface climate, the substantial resources required to run interactive chemistry has limited the extent to which models, such as WACCM, are used for dynamical studies. Although stratospheric dynamics and ozone chemistry and transport [Tegtmeier et al., 2008] are inherently coupled, it is currently unclear whether this coupling is strong enough to initiate feedbacks that significantly alter the climate and/or
variability of the stratospheric circulation, or tropospheric climate, or whether prescribing ozone as a radiative forcing is sufficient to represent ozone effects on climate and its variability. One way to answer this is to compare model integrations with and without interactive chemistry.

The comparison of model integrations with and without interactive middle atmosphere chemistry reflects three important differences in the treatment of ozone: (1) fully time-varying versus monthly mean climatological ozone, (2) zonally asymmetric versus zonal mean ozone, and (3) dynamically consistent feedbacks between the atmospheric circulation and ozone chemistry. While the relative importance of these three factors is unclear, several studies have shown that a more realistic representation of lower stratospheric ozone in model integrations, particularly zonal asymmetries in stratospheric ozone, has a significant impact on the stratospheric circulation [Gabriel et al., 2007; Crook et al., 2008; Gillett et al., 2009; Waugh et al., 2009; McCormack et al., 2011; Albers and Nathan, 2012; Albers et al., 2013] and some also show that this couples downward and subsequently affects the tropospheric circulation [Crook et al., 2008; Waugh et al., 2009].

Aiming at a better understanding of chemistry-climate coupling, in this study we introduce SC-WACCM, a new specified chemistry (SC) configuration of WACCM. Rather than solving for the concentration of ozone and other chemical species interactively, as in WACCM, ozone together with chemical and shortwave heating rates are simply prescribed in SC-WACCM. In this paper, we focus on describing and validating SC-WACCM, and so limit our analysis to preindustrial integrations. In a future paper, we will examine the effect of prescribed versus interactive chemistry on the Southern Hemisphere climate during the historical period of ozone depletion.

This paper is laid out as follows. In section 2, we describe the new model and, in section 3, we outline the model integrations that will be analyzed. Section 4 presents the model validation in four subsections: ozone and heating rates in section 4.1, the zonal mean climate in section 4.2, the surface climate in section 4.3 and the climate variability in section 4.4. We discuss the computational costs of SC-WACCM in section 5 and, finally, in section 6, we summarize our findings and conclude.

2. Model Description

SC-WACCM is part of the NCAR Community Earth System Model (CESM) [Hurrell et al., 2013]. The atmospheric component of the model is a modified version of CESM1(WACCM) [Marsh et al., 2013], the stratosphere-resolving (i.e., “high-top”), coupled-middle atmosphere chemistry version of CESM1, hereafter referred to as WACCM. SC-WACCM has the same 66 vertical levels and horizontal resolution (1.9° longitude) as WACCM, and the model lid remains at 5.1 × 10^{-6} hPa (approximately 140 km). In the integrations presented here, SC-WACCM is coupled to identical interactive land, ocean, and sea ice models as in the WACCM integrations conducted as part of the Coupled Model Intercomparison Project Phase 5 (CMIP5) described in Marsh et al. [2013]. Both models include the same parameterization of nonorographic gravity waves (generated by frontal systems and convection), and also the parameterized surface stress due to unresolved topography, referred to as turbulent mountain stress, or TMS [Richter et al., 2010]. The parameterized auroral oval, an important source of nitrogen oxide (NO) above 100 km, is omitted in SC-WACCM for computational efficiency, but NO is prescribed from WACCM integrations that do include this source (see below).

In describing the configuration of SC-WACCM, we start by distinguishing two regions, in which the effects of middle atmosphere radiation and chemistry are treated differently. These regions are merged together via a hyperbolic tangent weighting function from approximately 63–70 km altitude [Neale et al., 2012]. Figure 1a shows the vertical resolution of WACCM/SC-WACCM and highlights these two regions. The overlap region is shaded in gray. We also note that all prescribed fields are specified globally at a frequency determined by the input data file, and in this study we use monthly mean, zonal mean values from a prior integration of WACCM.

In the lower region, shortwave heating and longwave cooling rates are computed by passing the concentrations of radiatively active atmospheric constituents (water vapor (H2O), carbon dioxide (CO2), methane (CH4), ozone (O3), nitrous oxide (N2O), CFC-11 and CFC-12) to the same radiative transfer code (CAM-RT) [Collins et al., 2004] used in the “low-top” Community Climate System Model Version 4 (CCSM4) [Gent et al., 2011]. Note that ozone concentrations are prescribed in both regions in SC-WACCM from a prior integration of WACCM and, in the lower region, the concentration of CO2 is specified by a single, uniform value.
In the upper region, in addition to ozone, NO, atomic and molecular oxygen (O and O\textsubscript{2}), CO\textsubscript{2}—which are required to calculate the longwave cooling rates—and chemical and shortwave heating rates are prescribed from the prior integration of WACCM. As mentioned above, in the lower region, it is sufficient to prescribe the concentrations of radiatively active gases for the radiative transfer calculation of the instantaneous shortwave heating rates from the divergence of the solar radiative flux. However, this is not the case in the upper region, which corresponds to the mesosphere and lower thermosphere (MLT), where the majority of heating comes from exothermic chemical reactions rather than absorption of shortwave radiation [Mlynczak and Solomon, 1993]. The solar energy necessary to break molecular bonds during photolysis is returned as heat during recombination reactions, but this reaction may occur at a different location and possibly long after the initial molecule was photolysed.

For example, atomic oxygen produced by the photolysis of molecular oxygen has a chemical lifetime of months near the mesopause [Brasseur and Solomon, 2005]. Further complicating matters is that the constituents participating in these reactions can have large diurnal cycles such that large errors would be introduced if zonal and/or monthly mean quantities were used to calculate heating rates. Since it would be prohibitive to prescribe the continuously changing diurnal concentrations of all chemical species that participate in exothermic reactions, in SC-WACCM we simply prescribe the zonal and monthly mean of the sum of these chemical heating rates in the MLT rather than the constituent concentrations themselves.

In addition, constituents involved in the absorption of shortwave radiation, such as ozone, also have large diurnal cycles in the MLT and, thus, the shortwave heating rates due to the gaseous absorption by ozone, CO\textsubscript{2}, and water vapor are also prescribed. Finally, the zonal mean heating from the directly thermalized energy realized during photolysis, photoabsorption and photoionization, and during energetic particle precipitation in the aurora [Marsh et al., 2007] is also specified in the MLT in SC-WACCM, rather than explicitly simulating these processes interactively as in WACCM. This ensures that the total energy input into SC-WACCM at each pressure level is, on average, nearly identical to the fully interactive version (WACCM). As will be shown below, this procedure results in good agreement between WACCM and SC-WACCM in the mean thermal structure of the atmosphere.

Unlike the chemical and shortwave heating rates, longwave cooling rates in the upper region are not prescribed, since they depend on temperature as well as constituent concentrations. In SC-WACCM, therefore, the concentrations of O\textsubscript{3}, NO, O, O\textsubscript{2} and CO\textsubscript{2} in this region are read in from the prior WACCM integration and passed, along with temperature, to the same radiative transfer routines used in WACCM for the
calculation of nonlocal thermodynamic equilibrium (LTE) cooling rates. Cooling by NO at 5.3 \( \mu \text{m} \) and \( \text{CO}_2 \) in the 15 \( \mu \text{m} \) band are calculated using the formulations by Kockarts [1980] and Fomichev et al. [1998], respectively.

In addition to \( \text{O}_3 \), NO, \( \text{O} \), \( \text{O}_2 \) and \( \text{CO}_2 \), the computation of longwave radiative transfer in the upper region requires the concentrations of \( \text{H}_2\text{O} \), \( \text{CH}_4 \), \( \text{N}_2\text{O} \), CFC-11 and CFC-12 [Collins et al., 2004]. In SC-WACCM, these are all prognostic constituents. The concentrations of these prognostic species (except \( \text{H}_2\text{O} \)) are specified at the surface, as in WACCM, and are taken from Meinshausen et al. [2011]. They are then transported by the calculated wind field, and are removed from the model at a rate that varies with month, latitude and model pressure level. These loss rates are taken from the Garcia and Solomon two-dimensional model, [Garcia and Solomon, 1994] and their annual and global mean values are shown in Figure 2.

In order to retain the effects of methane oxidation in the middle atmosphere in the absence of prognostic chemistry, we use the following approximation: for each \( \text{CH}_4 \) lost, two \( \text{H}_2\text{O} \) molecules are produced. The middle atmosphere water vapor concentration in SC-WACCM is, therefore, a balance between production by \( \text{CH}_4 \) oxidation and loss by photolysis. The loss rate of water vapor by photolysis is shown in Figure 2.

To summarize: as in WACCM, the shortwave heating rates and longwave cooling rates above and below the overlap region, are combined smoothly via a hyperbolic tangent weighting function, such that SC-WACCM is energetically consistent with WACCM. All other design aspects of SC-WACCM are the same as WACCM. Additional technical details about the WACCM design can be found in an NCAR Technical Note entitled, Description of the Community Atmosphere Model CAM 5.0 [Neale et al., 2012].

### 3. Description of Model Integrations

As part of CMIP5, NCAR produced a 200 year long 1850 preindustrial integration for WACCM [Marsh et al., 2013]. The well-mixed greenhouse gases, ozone-depleting substances and aerosol forcings in this preindustrial integration were all set to their 1850 values, the solar constant was set to solar average, and no volcanic eruptions or prescribed QBO were included. To evaluate SC-WACCM, we completed a new 200 year long preindustrial integration of the model. Monthly and daily time resolution output was saved for both of these integrations.

In this study, we will also briefly compare the WACCM and SC-WACCM preindustrial integrations to the CMIP5 CCSM4 preindustrial integration. CCSM4 has 26 vertical levels and a model top at 2.2 hPa (see Figure 1b). The standard horizontal resolution of CCSM4 is 0.9° × 1.25° which is finer than WACCM. In addition to the inclusion of a nonorographic gravity wave parameterization in WACCM/SC-WACCM, one other key difference between the WACCM/SC-WACCM and CCSM4 configurations is the specification of the turbulent mountain stress (TMS); the TMS parameterization is switched on in WACCM/SC-WACCM but is off in CCSM4.

Other than the items discussed above, WACCM, SC-WACCM, and CCSM4 all use the same representation of physical processes in the troposphere, and are coupled to identical land, ocean and sea ice components. Only the atmospheric components differ in these models. Five hundred years of monthly preindustrial data, along with 54 years of daily data are available for CCSM4. CCSM4 uses prescribed preindustrial forcing from a preindustrial integration of CAM-CHEM, which includes a simplified representation of stratospheric ozone chemistry [Lamarque et al., 2012].

Note that some, but not all, of the differences between the WACCM/SC-WACCM and CCSM4 integrations presented below result from differences in vertical resolution and model top. In particular, differences in TMS and horizontal resolution also likely contribute to model differences, chiefly at the surface. In providing diagnostics for CCSM4, our intention is not to attribute each of the differences between WACCM/SC-WACCM and CCSM4 to specific differences in model configuration. Rather, the CCSM4 comparisons are simply meant to demonstrate the differences between the “high-top” versions of the CESM1 family (WACCM and SC-WACCM), and the more widely used “low-top” version, CCSM4.

Many of the plots in the sections below show the difference between WACCM and SC-WACCM, i.e., for some field \( X \), we show \( \Delta X = X_{\text{WACCM}} - X_{\text{SC-WACCM}} \). We assess the statistical significance of \( \Delta X \) using a Student’s t test, and of differences in probability density distributions using a Kolmogorov-Smirnov (K-S) test.
4. Model Comparison

4.1. Ozone and Heating Rates

Figure 3 shows the total column-integrated ozone as a function of month and latitude averaged over the 200 year preindustrial WACCM integration. Most of the ozone in the column is located below the overlap region and is therefore more representative of the input to the CAM4 radiative transfer module, CAM-RT. Figure 3 shows the peak in ozone in the winter/spring in both the Northern and Southern Hemisphere extratropics associated with ozone transport by the Brewer-Dobson circulation. The Northern Hemisphere extratropics has a substantially larger peak due to greater wave-induced transport by the Brewer-Dobson circulation while the stable and cold Southern Hemisphere polar vortex is much more isolated. Figure 3 also demonstrates the tropical minimum in ozone due to photolytic destruction of ozone in this region.

Relative to present-day ozone from the CMIP5 WACCM historical integrations, preindustrial ozone concentrations are approximately 50–60% greater in the Antarctic spring and 10–15% greater in the Arctic spring due to ozone depletion caused by anthropogenic chlorofluorocarbon emissions. In the tropics, ozone concentrations are approximately 5% lower in preindustrial times due to increased emission of tropospheric ozone precursors in present-day.

Although there is limited documentation of preindustrial ozone simulated by other coupled-chemistry models, Lamarque et al. [2011] and Young et al. [2013] offer some analysis of preindustrial and present-day ozone, primarily tropospheric, in the Atmospheric Chemistry and Climate Model Intercomparison Project (ACCMIP) model integrations. Both studies show an increase in tropospheric ozone and a decrease in stratospheric ozone from preindustrial to present-day. This is consistent with what we see in WACCM.

As described earlier, in the upper region, the total chemical and shortwave heating rate, QRS, is prescribed in SC-WACCM using a climatology created from the full preindustrial WACCM integration. Figure 4a shows the annual mean, zonal mean QRS from WACCM. QRS peaks in the upper atmosphere where absorption of solar radiation by molecular oxygen is the main source of energy. There is a secondary maximum near the stratopause (near 1 hPa) due to absorption by ozone. Although the ozone concentration peaks in the lower stratosphere, absorption of shortwave radiation starting at the top of the ozone layer leads to less radiation available for absorption at lower altitudes.
Figure 4b shows the difference in annual mean, zonal mean QRS between WACCM and SC-WACCM. In the upper region, QRS is identical in the two integrations, as would be expected (recall Figure 1a). In addition, in much of the troposphere and lower stratosphere, there is no significant difference between the annual mean QRS of the two models. However, immediately below the overlap region, significant differences arise as an artifact of the diurnal averaging that occurs when using monthly mean ozone input data in SC-WACCM. In WACCM, the full diurnal cycle of ozone is computed. The diurnal cycle amplitude increases with height, with maximum ozone concentrations at night and minimum concentrations during the day. Since monthly mean ozone is prescribed in SC-WACCM, there is no ozone diurnal cycle. Consequently, ozone concentrations are larger during daylight hours in SC-WACCM than in WACCM, increasing shortwave absorption, and causing the negative difference in QRS in the lower mesosphere in Figure 4b. This issue was first pointed out by Sassi [2005] in an earlier study of WACCM with prescribed ozone. The region of positive $\Delta QRS$ directly below the region of negative $\Delta QRS$ results from greater absorption in the lower mesosphere and upper stratosphere in SC-WACCM allowing the availability of less short-wave radiation for absorption below.

Figure 4c shows $\Delta QRS$ but now in terms of percentage difference. Throughout most of the lower stratosphere and troposphere, the percentage differences are less than ±5%. In the lower mesosphere, this plot highlights the magnitude of the effect of the ozone diurnal cycle on the shortwave heating rate. The percentage difference is as large as −55% in the lower mesosphere.
Figure 5 shows the same fields as Figure 4 except for the December-January-February (DJF) season. Figure 5a illustrates the need to prescribe QRS in SC-WACCM rather than simply prescribing ozone alone. In the winter hemisphere there is no shortwave heating in the polar troposphere, stratosphere and lower mesosphere due to lack of insolation; however, in the upper atmosphere, chemical heating is nonzero and contributes to QRS.

The annual mean shown in Figure 4 masks another issue with prescribing monthly mean fields in SC-WACCM. Figure 5b shows $\Delta QRS$ for DJF. The linear interpolation of WACCM QRS from monthly resolution to the model time step within SC-WACCM essentially causes a weakening of the amplitude of the seasonal cycle of QRS in SC-WACCM relative to WACCM. While in the annual mean this smoothing averages out, the effect is quite evident in the winter and summer seasons in the thermosphere. However, because the climatological heating rates are so large in this region, the magnitude of the percentage difference in QRS in the upper atmosphere amounts to less than $\pm 5\%$ (Figure 5c).

4.2. Zonal Mean Climate

In this section, we examine the differences in the zonal mean climate. Because we are focusing on preindustrial integrations, we do not include comparisons between model integrations and satellite and reanalysis data. The reader is referred to Marsh et al. [2013] for comparisons between WACCM and observational data for the historical period. We assume that any differences between WACCM and SC-WACCM in the preindustrial epoch carry over to the present-day.

First we examine the differences in zonal mean temperature between WACCM and SC-WACCM. For the remainder of the paper, we will limit our analysis to the troposphere, stratosphere and lower mesosphere, i.e., from the surface to 0.01 hPa (approximately 80 km). Figures 6a and 6b show the differences in temperature for DJF and June-July-August (JJA). Not surprisingly, the largest differences in temperature are associated with the largest differences in QRS (Figure 5b). Temperature is approximately 8–9°C warmer in SC-WACCM than in WACCM in the tropical lower mesosphere. Despite this, temperatures throughout much of the troposphere and lower stratosphere are not significantly different and are less than 1 K, corresponding to percentages differences of less than $\pm 2\%$.

Figure 6c and 6d show the differences in zonal mean zonal winds. The zonal wind differences in the lower mesosphere are roughly in thermal wind balance with the temperature differences. However, throughout much of the lower stratosphere and troposphere, the zonal winds are not significantly different and are less than 1 K, corresponding to percentages differences of less than $\pm 2\%$.
and SC-WACCM likely have little effect on planetary wave propagation and, thus, little downward influence on the climate below.

For completeness, we also show the full zonal mean temperature (Figure 7) and zonal wind (Figure 8) fields for WACCM, SC-WACCM and CCSM4 for DJF and JJA. The black horizontal line in the WACCM/SC-WACCM panels in Figures 7 and 8 correspond to the highest model pressure level in CCSM4 (see also Figure 1). Like Figures 6a and 6b, Figures 7a and 7b show that SC-WACCM is slightly warmer than WACCM in the lower mesosphere. The largest difference between CCSM4 and the other two models is that both the winter and summer polar stratospheric temperatures are colder in CCSM4.

Figure 8 shows that despite the differences shown in Figure 6, the Arctic polar vortex looks remarkably similar in WACCM and SC-WACCM in DJF; however, the vortex is much stronger in CCSM4 (compare CCSM4 to WACCM/SC-WACCM just below the black horizontal lines). This is a common bias in "low-top" models that do not realistically represent stratospheric variability, such as stratospheric sudden warmings (SSWs) [Charlton-Perez et al., 2013]. SSWs will be discussed further in Section 4.4. In JJA, the Antarctic polar vortex again looks very similar in WACCM and SC-WACCM and is somewhat weaker than CCSM4. This is likely due to the differences in the gravity wave drag treatment near the model lid, i.e., CCSM4 employs Rayleigh drag in the sponge layer.

We are particularly interested in how well SC-WACCM simulates the stratospheric circulation in order to validate the model’s utility for studies of stratospheric dynamics and stratosphere-troposphere coupling. To examine the seasonal cycle of the polar vortices, Figure 9 shows the zonal mean zonal winds at 60°N and 60°S and at 10 hPa for WACCM (black curve), SC-WACCM (red curve) and CCSM4 (blue curve). Figure 9a shows that the zonal mean zonal winds are not significantly different between WACCM and SC-WACCM throughout the entire year. As also shown in Figure 8e, the CCSM4 winds are significantly stronger throughout most of the year, indicative of a cold and stable vortex and the lack of stratospheric variability, such as SSWs.
Figure 9b shows the standard deviation of the zonal mean zonal winds at 60°N and at 10 hPa for WACCM (black curve), SC-WACCM (red curve) and CCSM4 (blue curve). The standard deviation for WACCM and SC-WACCM is very similar throughout the seasonal cycle. CCSM4 shows weaker variability in the winter months, consistent with weaker wave driving (see Section 4.4 below).

In the Southern Hemisphere, there is very little difference in the seasonal evolution of the polar vortex between WACCM and SC-WACCM (Figure 9c), whereas the Antarctic polar vortex in CCSM4 is significantly weaker throughout the year. This may reflect the presence of Rayleigh drag in the sponge layer in CCSM4. As above, Figure 9d shows the standard deviation for WACCM (black curve), SC-WACCM (red curve) and CCSM4 (blue curve). The black and red curves are again very similar while the blue curve shows larger variability in CCSM4, particularly in spring, likely due to the weaker vortex which is, consequently, more easily perturbed.

Another important diagnostic of stratospheric dynamics and transport is the Brewer-Dobson circulation (BDC). Figure 10 shows the Transformed Eulerian Mean (TEM) vertical velocity, $w^*$, in DJF, for WACCM, SC-WACCM and CCSM4 at 100, 50 and 20 hPa. As expected, WACCM and SC-WACCM are indistinguishable. Downward control calculations show that the contributions to tropical upwelling by resolved and
parameterized waves is also very similar [not shown; Haynes et al., 1991; Garcia and Randel, 2008]. In contrast, CCSM4 shows much weaker downwelling in the Northern Hemisphere extratropics as a consequence of relatively weaker wave-driving. For more information on the BDC in twentieth century WACCM integrations see Butchart et al. [2010] and Hardiman et al. [2013].

Finally, we examine how well SC-WACCM simulates the tropical water vapor tape recorder in the upper troposphere-lower stratosphere (UTLS) region. Figures 11a–11c show the anomaly in water vapor, averaged from 10°S to 10°N as a function of month and pressure for WACCM, SC-WACCM, and CCSM4, respectively. WACCM and SC-WACCM simulate a very similar seasonal cycle of UTLS tropical water vapor, while CCSM4 is significantly different. Although this comparison applies to preindustrial integrations, Figure 11 confirms that WACCM and SC-WACCM do a reasonable job of simulating the seasonal variation in UTLS tropical water vapor relative to observations (as shown in SPARC CCMVal [2010]). The large differences between WACCM/SC-WACCM and CCSM4 are mainly due to differences in cloud parameterizations, (e.g., the cloud relative humidity threshold and ice particle fall velocities) rather than differences in tropical upwelling (Figure 10).

These cloud parameters were specifically tuned in WACCM to improve the simulation stratospheric water vapor. However, greater vertical resolution in the UTLS region may also contribute to the superior simulation of the tropical tape recorder in WACCM/SC-WACCM relative to CCSM4.
In summary, we find that issues arising from the diurnal cycle of ozone lead to some differences in zonal mean temperatures and winds in the lower mesosphere between WACCM and SC-WACCM. However, these differences appear to have a very small effect on the winds and temperatures in the lower stratosphere and free troposphere, the stratospheric polar vortices, the BDC and UTLS tropical water vapor. Relative to CCSM4, the climatology of the stratosphere and troposphere in WACCM and SC-WACCM are practically indistinguishable.

4.3. Surface Climate

In this section, we compare the surface climate in WACCM and SC-WACCM. Table 1 lists the mean ± two standard deviations for annual mean surface air temperature (SAT), precipitation (PRECIP), sea-level pressure...
(SLP) and sea ice extent (SIE) for WACCM, SC-WACCM and CCSM4 for the global mean, the Northern Hemisphere extratropics (21°N–90°N), the tropics (21°S–21°N) and the Southern Hemisphere extratropics (21°S–90°S).

WACCM and SC-WACCM are not significantly different across all fields and all latitude bands. The differences between WACCM and CCSM4 are discussed in detail in Marsh et al. [2013], but here we highlight the largest differences. CCSM4 is slightly colder than WACCM and SC-WACCM in the Southern Hemisphere extratropics due to significantly more extensive Antarctic sea ice. CCSM4 also has significantly less extensive sea ice in the Arctic. Precipitation is larger in all latitude bands in CCSM4, and SLP is different in the tropics and Northern Hemisphere extratropics. The differences in precipitation and SLP likely reflect differences in horizontal resolution, and the inclusion of the TMS parameterization in WACCM and SC-WACCM. For twentieth century integrations, Marsh et al. [2013] examined the sensitivity of precipitation and SLP in CCSM4 to horizontal resolution and TMS by using the same settings used in WACCM (WSET). They found no significant difference in these surface fields between the WACCM and CCSM4-WSET integrations. Moreover, differences in sea ice extent have also been attributed to the TMS parameterization [Marsh et al., 2013].

Figures 12a–12c show the SAT as a function of month for WACCM, SC-WACCM and CCSM4 for the global mean, the Northern Hemisphere polar cap (60°N–90°N), and the Southern Hemisphere polar cap (60°S–90°S). Months when WACCM and CCSM4 are not significantly different are highlighted with gray shading. As is Table 1, WACCM and SC-WACCM are not significantly different across all latitude bands. In the global mean, CCSM4 is significantly colder than WACCM and SC-WACCM. This is primarily due to a colder Southern Hemisphere extratropics in CCSM4 due to the greater extent of Antarctic sea ice. Figure 12c shows that over the Southern Hemisphere polar cap, the largest differences between WACCM and CCSM4 occur in the winter months, when sea ice is most extensive. The significantly warmer temperatures in CCSM4 relative to

Table 1. WACCM, SC-WACCM, and CCSM4 Annual Mean Surface Air Temperature (SAT), Precipitation (PRECIP), Sea-Level Pressure (SLP), and Sea Ice Extent (SIE) for Preindustrial Conditions

<table>
<thead>
<tr>
<th>Model</th>
<th>SAT (K)</th>
<th>PRECIP (mmd⁻¹)</th>
<th>SLP (hPa)</th>
<th>SIE (10⁶ km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>WACCM</td>
<td>286.8 (0.2)</td>
<td>2.83 (0.03)</td>
<td>1011.3 (0.05)</td>
</tr>
<tr>
<td></td>
<td>SC-WACCM</td>
<td>286.8 (0.3)</td>
<td>2.82 (0.03)</td>
<td>1011.3 (0.05)</td>
</tr>
<tr>
<td></td>
<td>CCSM4</td>
<td>286.5 (0.2)</td>
<td>2.93 (0.02)</td>
<td>1011.2 (0.04)</td>
</tr>
<tr>
<td>21°–90°N</td>
<td>WACCM</td>
<td>281.1 (0.3)</td>
<td>2.00 (0.04)</td>
<td>1016.9 (0.4)</td>
</tr>
<tr>
<td></td>
<td>SC-WACCM</td>
<td>281.0 (0.3)</td>
<td>2.00 (0.05)</td>
<td>1017.2 (0.5)</td>
</tr>
<tr>
<td></td>
<td>CCSM4</td>
<td>281.0 (0.3)</td>
<td>2.13 (0.04)</td>
<td>1014.9 (0.5)</td>
</tr>
<tr>
<td>21°S–21°N</td>
<td>WACCM</td>
<td>298.2 (0.4)</td>
<td>4.10 (0.08)</td>
<td>1010.6 (0.4)</td>
</tr>
<tr>
<td></td>
<td>SC-WACCM</td>
<td>298.2 (0.5)</td>
<td>4.09 (0.07)</td>
<td>1010.6 (0.4)</td>
</tr>
<tr>
<td></td>
<td>CCSM4</td>
<td>298.2 (0.4)</td>
<td>4.20 (0.07)</td>
<td>1011.9 (0.3)</td>
</tr>
<tr>
<td>21°S–90°S</td>
<td>WACCM</td>
<td>279.9 (0.2)</td>
<td>2.25 (0.04)</td>
<td>1006.6 (0.4)</td>
</tr>
<tr>
<td></td>
<td>SC-WACCM</td>
<td>279.9 (0.2)</td>
<td>2.25 (0.04)</td>
<td>1006.5 (0.4)</td>
</tr>
<tr>
<td></td>
<td>CCSM4</td>
<td>279.0 (0.2)</td>
<td>2.33 (0.04)</td>
<td>1006.7 (0.4)</td>
</tr>
</tbody>
</table>

*aClimatological means are calculated over 200 years for WACCM, 200 years for SC-WACCM and 500 years for CCSM4. The 2σ uncertainties in the means are listed in parentheses.*
A WACCM over the Northern Hemisphere polar cap in winter also reflect the differences in sea ice, with CCSM4 having less extensive Arctic sea ice than WACCM.

Figures 12d–12f show the standard deviations for each latitude band and each model. The standard deviation is reasonably similar across all three models but is much larger at the poles than in the global mean.

We also show the zonal mean \( \text{SAT} \), \( \text{SLP} \) and precipitation for DJF and JJA as a function of latitude in Figure 13. WACCM and SC-WACCM, again, show little difference for all fields in both seasons. The main differences between WACCM/SC-WACCM and CCSM4, particularly the differences in extratropical \( \text{SLP} \), likely reflect the differences in horizontal resolution and the TMS parameterization, as discussed above.

Despite the very different treatment of chemical processes in WACCM and SC-WACCM, we find no significant difference in the simulation of the surface climate in the two integrations under preindustrial conditions. The surface climate of WACCM/SC-WACCM differs significantly from CCSM4 but is qualitatively similar except in sea ice extent and extratropical \( \text{SLP} \).

### 4.4. Climate Variability

Beyond comparing the mean climate of the WACCM and SC-WACCM integrations, we are also interested in how well SC-WACCM simulates atmospheric variability relative to WACCM. Here we focus on only a few metrics that characterize the important features of the variability in these integrations, with emphasis on the dynamical coupling between the stratosphere and troposphere.

Figures 14a and 14b show the probability density distributions for zonal mean (a) meridional
eddy heat flux at 10 hPa averaged from 45° N to 75° N and (b) polar cap averaged temperature at 10 hPa for a variety of models including WACCM, SC-WACCM, and CCSM4. The distributions show that there is a significant difference in the heat flux and temperature distributions between WACCM and SC-WACCM. The CCSM4 distribution for heat flux is significantly narrower (by a K-S test), showing a much weaker tail of high positive values while the temperature distribution illustrates the cold polar cap stratospheric temperature bias in CCSM4 relative to WACCM that accompanies the strong zonal mean zonal winds (Figure 9a).

Figures 14c and 14d are identical to Figures 14a and 14b except that they show the heat flux and temperature anomalies, i.e., the deviations from the climatological means. Again, the heat flux and temperature anomaly distributions for WACCM and SC-WACCM are qualitatively similar. Note how the CCSM4 distribution for heat flux anomalies is narrower than the WACCM/SC-WACCM distributions. After removing the bias in CCSM4 temperature, we see a clear lack of skewness in the CCSM4 temperatures relative to WACCM and SC-WACCM. This lack of large positive temperature anomalies in CCSM4 reflects weaker heat fluxes and the consequent absence of extreme coupling events, such as SSWs, which we discuss next.

Table 2 lists a series of composite mean benchmarks for SSWs for WACCM, SC-WACCM and CCSM4 (± the standard error) following the definitions in Charlton and Polvani [2007] (see Table 2 caption for benchmark descriptions). The frequency of SSWs is slightly greater in WACCM compared to SC-WACCM, 0.5 per year.
versus 0.4 per year, yet the characteristics of the warmings, described by the other benchmarks, are very similar. The WACCM and SC-WACCM benchmark values also compare reasonably well with observations with the exception of the benchmark which characterizes the surface Northern Annular Mode (NAM) signal following SSWs, \( \Delta NAM_{1000} \). The NAM is the leading mode of Northern Hemisphere extratropical atmospheric variability and many studies have shown that the zonal mean tropospheric signature following extreme stratospheric events projects onto the NAM \cite{Baldwin2001}. Assuming climate change since 1850 has not changed model variability, the \( \Delta NAM_{1000} \) benchmark appears weaker in the models, suggesting weaker stratosphere-troposphere coupling. The frequency of SSWs in CCSM4 is much lower than WACCM and SC-WACCM, and the other benchmarks show some inconsistencies with the other two models. Because there are so few SSWs in CCSM4, the composite mean benchmarks are dominated by a single very large warming and should not be overinterpreted.

Another important feature of SSW climatology is the seasonal distribution of SSWs. Figure 15 shows the frequency of SSWs as a function of month for WACCM, SC-WACCM and CCSM4. The seasonal cycle of SSWs is not significantly different between WACCM and SC-WACCM while CCSM4 SSWs are confined to the late winter. The observed seasonal distribution of SSWs shows the highest frequency in January and February (approximately 0.2 SSWs per year), which agrees well with the WACCM and SC-WACCM distributions shown here for preindustrial conditions. See \cite{Marsh2013} and \cite{delatorre2013}.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Model & Cores & Simulated Years/Day & Core Hours/Simulated Year \\
\hline
WACCM & 352 & 7.5 & 1130 \\
SC-WACCM & 352 & 14.8 & 573 \\
CCSM4 1 & 352 & 19.6 & 432 \\
CCSM4 2 & 416 & 42.0 & 237 \\
\hline
\end{tabular}
\caption{Timing and Performance of Preindustrial Control Simulations on the Yellowstone Supercomputer*}
\end{table}

\*Yellowstone computation nodes use the Intel Xeon E5–2670 (Sandy Bridge) 2.6 GHz processor, each containing 8 cores.
et al. [2012] for a detailed comparison of WACCM and CCSM4 SSWs with reanalysis data for integrations over the historical period.

Given that there appears to be a small reduction in variability in the stratosphere when ozone is prescribed versus computed interactively, we now examine whether there are any differences in tropospheric variability that may result from or contribute to the differences in stratospheric variability. Just as stratospheric variability has been frequently linked to zonal mean tropospheric variability, i.e., the NAM, it is linked to zonally asymmetric tropospheric variability in the North Atlantic region. Specifically, downward migrating stratospheric anomalies tend to project onto the large-scale mode of tropospheric variability known as the North Atlantic Oscillation (NAO) [Scaife, 2005; Shaw and Perlwitz, 2013; Smith and Polvani, 2014]. Figure 16 shows the probability density distribution of the normalized NAO index for the three models. There are no significant differences between the distributions (there are also no significant differences for the nonnormalized NAO indices, not shown). Thus, prescribed chemistry does not seem to have a significant impact on the variability of the North Atlantic region and, while, stratosphere-troposphere coupling projects onto the NAO, the more realistic representation of this process in the stratosphere-resolving models, WACCM and SC-WACCM, does not appear to significantly alter their NAO distributions relative to CCSM4.

Finally, we compare metrics of El Niño-Southern Oscillation (ENSO) variability across the three models. Figure 17a shows the mean power spectral density of the monthly Niño 3.4 Index for 50 year segments of the time series (thick lines); the individual spectra for each 50 year segment are shown in the thin lines. As expected, the peak power spectral density lies within the 3–5 year range for each model. However, the probability density distributions in Figure 17b show that the distribution of the Niño 3.4 Index in DJF is significantly narrower in CCSM4 than in WACCM and SC-WACCM which is consistent with the weaker peak in power spectral density in CCSM4 in Figure 17a. Horizontal resolution may have an influence on ENSO variability.
5. Computational Costs

We have now shown that SC-WACCM simulates a climate that is almost indistinguishable from WACCM. By specifying the chemistry in SC-WACCM, we have maintained a good representation of the climate, while eliminating the computational cost required to calculate middle atmosphere chemistry interactively.

The computational cost and typical simulated years per day of SC-WACCM, relative to WACCM and CCSM4, are presented in Table 3. SC-WACCM is approximately half the cost and can achieve twice the throughput of WACCM on the NCAR Yellowstone supercomputer using 352 processor cores. Relative to CCSM4, it is 1.3 times more expensive than the $1/C14 version, and 2.4 times more expensive than the $2/C14 version. The latter ratio mostly roughly reflects the additional number of levels in SC-WACCM, i.e., 66 versus 26.

Thus, SC-WACCM provides users of the CESM1 community models with a stratosphere-resolving global climate model, well suited for studies of stratospheric dynamics and stratosphere-troposphere interactions, at half the computational cost of WACCM and with superior stratospheric circulation and variability to CCSM4.

6. Discussion and Conclusions

In this study, we have compared the mean climate and variability of two preindustrial integrations: the first using the standard WACCM with interactive middle atmosphere chemistry and the second with SC-WACCM, the new configuration of WACCM with specified chemistry.

The largest differences between WACCM and SC-WACCM occur as a result of prescribing monthly mean (i.e., temporally smoothed) ozone and chemical and shortwave heating rates in SC-WACCM. Note that we are not doing anything unusual here; prescribing monthly mean, zonal mean ozone is standard practice for all of the CMIP5-class GCMs without interactive chemistry. Using monthly averages leads to two issues: (1) the absence of a diurnal cycle in ozone and (2) a weakening of the seasonal cycle of chemical and shortwave heating rates due to linear interpolation from monthly to daily mean fields. The first issue causes SC-WACCM to have warmer temperatures in the lower mesosphere compared to WACCM because ozone concentrations in WACCM are lowest during daylight hours and thus, WACCM absorbs less shortwave radiation than SC-WACCM. The second issue causes large differences in chemical and shortwave heating rates in the thermosphere. Although these differences in heating rates are large, the percentage differences are less than ±5% due to large climatological heating rates in the thermosphere.
In spite of these differences, in the lower stratosphere and troposphere, WACCM and SC-WACCM have almost identical climatologies. We examined the zonal mean temperatures and winds, the seasonal evolution of the polar vortices, the Brewer-Dobson circulation and the tropical water vapor tape recorder, all of which show remarkable similarities between the two models. At the surface, the mean climate of WACCM and SC-WACCM, diagnosed using surface air temperature, sea-level pressure, precipitation and sea ice extent, are also indistinguishable. Thus, prescribing middle atmosphere chemistry in SC-WACCM does not appear to degrade the simulation of the mean climate of the lower stratosphere, troposphere and surface relative to WACCM.

Perhaps more surprisingly, we found that the stratospheric variability in both WACCM and SC-WACCM is also comparable. We examined the probability density distributions of stratospheric meridional eddy heat fluxes and temperatures and found only small differences. Consequently, the frequency, seasonal distribution and composite characteristics of stratospheric sudden warmings are also similar across the two models. In the troposphere, we limited our analysis to the NAO and ENSO and again found no significant difference between WACCM and SC-WACCM.

Throughout the paper, we also presented CCSM4 diagnostics along with the WACCM and SC-WACCM diagnostics as a means of comparing stratosphere-resolving (“high-top”) and non-stratosphere-resolving (“low-top”) models. Although it is not a clean “high-top”-“low-top” comparison, since CCSM4 has other configuration differences, such as a finer horizontal resolution and differences in physical parameterizations such as turbulent mountain stress (TMS) and gravity waves, we included these diagnostics because CCSM4 is the main scientifically validated configuration of CESM1 for CMIP5. There are clear differences between the “high-top” models, WACCM and SC-WACCM, and CCSM4, notably the lack of stratospheric variability in CCSM4 in the Northern Hemisphere. At the surface, the lack of TMS in CCSM4 results in weaker (stronger) sea-level pressures in the Northern (Southern) Hemisphere extratropics and less (more) extensive Arctic (Antarctic) sea ice.

The aim of this paper was to describe SC-WACCM and contrast its simulated climate and variability with WACCM. Beyond issues associated with temporal smoothing of the prescribed ozone and chemical and shortwave heating fields, we find that interactive stratospheric chemistry appears to have little influence on the simulated mean climate and variability in WACCM under preindustrial conditions. This is true even in the lower and middle stratosphere, where ozone chemistry is most active. Given that the radiative timescales associated with ozone are longer than the dynamical timescales in the lower/middle stratosphere, the agreement between WACCM and SC-WACCM is not entirely surprising.

We emphasize here that SC-WACCM is not intended for studying the dynamics of the upper atmosphere (above the radiative transfer overlap region near 65 km) as the physics and chemistry in that region are simplified in this model. However, our analysis shows that SC-WACCM is suitable for studies of stratospheric dynamics and stratosphere-troposphere coupling, the important advantage being that SC-WACCM runs approximately twice as fast and at half the computational cost of WACCM (Table 3).
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