
Properties of a Simulated Convective Boundary Layer in an Idealized Supercell
Thunderstorm Environment

CHRISTOPHER J. NOWOTARSKI,* PAUL M. MARKOWSKI, AND YVETTE P. RICHARDSON

Department of Meteorology, The Pennsylvania State University, University Park, Pennsylvania

GEORGE H. BRYAN

National Center for Atmospheric Research,1 Boulder, Colorado

(Manuscript received 1 November 2013, in final form 30 June 2014)

ABSTRACT

Nearly all previous numerical simulations of supercell thunderstorms have neglected surface fluxes of heat,

moisture, and momentum. This choice precludes horizontal inhomogeneities associated with dry boundary

layer convection in the near-storm environment. As part of a broader study on how mature supercell thun-

derstorms are affected by a convective boundary layer (CBL) with quasi-two-dimensional features (i.e.,

boundary layer rolls), this paper documents the methods used to develop a realistic CBL in an idealized

environment supportive of supercells. The evolution and characteristics of the modeled CBL, including the

horizontal variability of thermodynamic and kinematic quantities known to affect supercell evolution, are

presented. The simulated rolls result in periodic bands of perturbations in temperature, moisture, convective

available potential energy (CAPE), vertical wind shear, and storm-relative helicity (SRH). Vertical vorticity

is shown to arise within the boundary layer through the tilting of ambient horizontal vorticity associated with

the background shear by vertical velocity perturbations in the turbulent CBL. Sensitivity tests suggest that

200-m horizontal grid spacing is adequate to represent rolls using a large-eddy simulation (LES) approach.

1. Introduction

Over the past five decades, idealized numerical sim-

ulation studies of supercell thunderstorms have revealed

a great deal about supercell dynamics and their sensitivity

to the synoptic and mesoscale environment (Wilhelmson

and Wicker 2001). Though they offer a degree of exper-

imental control that is unmatched by observational

studies, numerical simulations often neglect some physi-

cal processes that can affect supercell evolution. In par-

ticular, most previous studies have examined supercells

in a steady, horizontally homogeneous environment

and have neglected surface fluxes of heat, moisture, and

momentum. In actual supercell environments, these

surface fluxes act to produce a convective boundary layer

(CBL) riddled with kinematic and thermodynamic in-

homogeneities that evolve with time. The evolution of

supercell thunderstorms is well known to be sensitive to

average boundary layer properties. For instance, super-

cells are more likely to produce tornadoes in environ-

ments with increased low-level wind shear and moisture

(e.g., Rasmussen and Blanchard 1998; Thompson et al.

2003; Markowski et al. 2003; Craven and Brooks 2004).

Given such sensitivity, it would seem possible that the

horizontal variations (on the meso-g scale) in the prop-

erties of the low-level, near-storm environment caused

by a CBL could also influence supercell evolution.

Previous studies have found sensitivity of deep moist

convection to horizontal variations in the storm environ-

ment on the meso-b scale (;100km; e.g., Atkins et al.

1999; Richardson 1999; Rasmussen et al. 2000; Richardson

et al. 2007); however, investigations of the effects of meso-

g-scale (;10km) heterogeneity on deep moist convection

have been limited to very few studies, such as a numerical
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study of a cumulus congestus cloud in a CBL with no

ambient shear (Carpenter et al. 1998) and a numerical

study of a supercell in a poorly resolved CBL (Crook and

Weisman 1998). Crook and Weisman discovered more

rapidly developing gust front misovortices in simulations

of supercells with a disorganized CBL. Furthermore, they

found that the midlevel mesocyclone was more organized

and the low-level gust front occlusion process was more

fully developed in a horizontally homogeneous simulation

than in those with a CBL. They speculated that CBL

features may have disrupted storm organization, perhaps

providing an explanation for the apparent increased like-

lihood of tornadogenesis in the evening as the boundary

layer becomes less turbulent. Their study was limited by

a relatively coarse horizontal grid spacing (750m) and

a relatively artificial mechanism for generating a CBL (a

constant surface heat flux was applied). It remains un-

known if these findings are robust, especially in a better-

resolved boundary layer with convection organized in

quasi-two-dimensional structures.

Given the low-level shear found in typical supercell

thunderstorm environments, the CBL surrounding such

storms is often organized in boundary layer rolls (here-

after rolls).1 In general, CBL rolls are thermally direct,

counterrotating horizontal vortices characterized by al-

ternating bands (with a wavelength generally 2–3 times

the CBL depth) of updrafts and downdrafts resulting

from thermal and dynamic instabilities (e.g., Faller 1965;

Lilly 1966; Brown 1972; Shirer 1986; Stensrud and Shirer

1988). Several theoretical studies (e.g., Asai 1970; Haack

and Shirer 1992; Foster 2005) have identified the fastest-

growing modes for various conditions as well as several

possible orientations of the rolls relative to the shear

vector or mean-flow vector. For CBLs in supercell en-

vironments, a combination of thermal and dynamic in-

stabilities likely exists, such that the roll orientation is

not easily generalized, though rolls are commonly found

to be aligned nearly parallel to themean vertical shear in

the boundary layer (e.g., Kuo 1963; Asai 1970; Kuettner

1971; Shirer 1980; Etling and Brown 1993; Weckwerth

et al. 1997).2

Observations suggest rolls are associated with consid-

erable horizontal thermodynamic and kinematic vari-

ability in the CBL.Weckwerth et al. (1996) observed that

potential temperature is 0.5K higher and the water vapor

mixing ratio is 1.5–2.5 g kg21 larger in the updraft

branches of rolls than in areas of downdraft. Conse-

quently, convective available potential energy (CAPE)

is generally higher and lifting condensation levels are

lower, likely providing thermodynamic advantage for

deepmoist convection there.Markowski and Richardson

(2007) found that both the magnitude of the 0–1-km

vectorwind difference and 0–1-km storm-relative helicity

(SRH) can vary significantly across the CBL. In one of

their cases, the observed magnitude of horizontal vari-

ability in the 0–1-km vector wind difference (0–1 km

SRH) associated with boundary layer convection was

.3m s21 (.50m2 s22). Previously, horizontal variabil-

ity associated with rolls has been studied as it relates to

convection initiation (e.g., Wilson et al. 1992; Weckwerth

et al. 1996; Xue and Martin 2006a,b) or misocyclone

activity (e.g., Arnott et al. 2006; Marquis et al. 2007;

Buban et al. 2012) along mesoscale boundaries such as

the dryline or sea-breeze fronts; however, the effects of

this variability on mature supercell thunderstorms re-

main largely unexplored.

The overarching goal of this study is to examine the

effects of horizontal variability in the CBL on mature

supercell thunderstorms as well as the influence an

established supercell has on its surrounding environ-

ment. Here, we perform numerical simulations of an

idealized supercell environment wherein a CBL is gen-

erated by the inclusion of radiation and land surface

processes. In other work (Nowotarski 2013), supercells

are simulated in this environment, and the effects of the

CBL on supercells are isolated through comparison

of the CBL simulation with a traditional horizontally

homogeneous control simulation with similar average

environmental properties. By varying the orientation of

low-level shear vector relative to storm motion, we also

study how supercells react to rolls with axes that are

perpendicular or parallel to their motion.

Previous simulations of rolls employing mesoscale

domains (e.g., Dailey and Fovell 1999; Peckham et al.

2004; Xue and Martin 2006a,b) have used a base-state

environment more conducive to ordinary convection

rather than the moderate- or high-shear environments

conducive to supercell thunderstorms. These efforts

have generally employed large-eddy simulation (LES)

techniques with horizontal grid spacings (Dh . 500m)

that may not adequately resolve rolls or their effects on

deep convection. Higher-resolution LES of CBLs (e.g.,

Deardorff 1980; Moeng and Sullivan 1994; Weckwerth

et al. 1997; Conzemius and Fedorovich 2008), while

perhaps adequately representing rolls, have been limited

by their small domain sizes or simple means of gener-

ating boundary layer instability (e.g., a constant surface

heat flux). This study is unique in that it allows for the

development of rolls in amodel framework that includes

1 For amore detailed discussion of boundary layer rolls (the body

of work on this subject is prolific), the reader is referred to a number

of extensive reviews on the subject (e.g., Brown 1980; Etling and

Brown 1993; Atkinson and Zhang 1996; Young et al. 2002).
2 Such rolls, under conditionswith thermally unstable stratification,

are often referred to as ‘‘horizontal convective rolls.’’
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parameterizations of radiation and surface fluxes that may

be subsequently affected by deep convection (e.g., cloud

shading) in a domain large enough to accommodate

a mature supercell thunderstorm.

Before initiating deep convection in the model, we

first seek to understand the evolution and characteristics

of the CBL in our idealized supercell environment and

verify that our model is configured appropriately to

represent both rolls and deep moist convection. This

article focuses on the development of the CBL that

serves as the base state for subsequent supercell simu-

lations (Nowotarski 2013). The next section documents

the numerical modeling methods. Section 3 presents

results of the CBL simulations concerning the charac-

teristics of the rolls, including horizontal variability in

parameters likely to affect subsequent supercell evolu-

tion, and the development of vertical vorticity within

the boundary layer is discussed in section 4. Section 5

presents sensitivity tests to horizontal grid resolution,

verifying the suitability of the model configuration.

Some final summary remarks and a discussion of the

implications of the results for supercell thunderstorms

are offered in the last section.

2. Methods

Our goal of simulating a supercell thunderstorm

within a CBL composed of rolls is challenging because

simulation of a CBL requires small grid spacing of

O(100)m and simulation of an entire supercell thun-

derstorm requires a large domain of O(100) km. To

approach this problem, we first simulate a CBL alone

(i.e., without a supercell) with the intention of later

initializing deep convection. Herein we describe an ef-

fective way to simulate realistic rolls. Our simulations

start from a laminar, statically stable boundary layer.

The boundary layer is gradually destabilized through

surface heating forced by a radiative flux, and within

a few hours there is a transition to a turbulent CBL that

deepens with time. Through trial and error, we de-

termined the following model configuration, base state,

and initialization method for developing and sustaining

rolls for at least a 2-h period (the required time for

subsequent supercell simulations).

a. Numerical model configuration

The idealized CBL simulations in this study and sub-

sequent supercell simulations were performed using the

cloud model, release 15 (CM1; Bryan and Fritsch 2002;

Bryan 2002). CM1 is a nonhydrostatic model that in-

cludes moisture and is well suited for the idealized

simulation of mesoscale atmospheric phenomena. The

compressible governing equations are solved on an

Arakawa C grid (Arakawa and Lamb 1977) with split

time steps for more frequent (6 times as often) solving of

acoustic wave terms (Klemp andWilhelmson 1978). The

model uses third-order Runge–Kutta time differencing

for integration and fifth-order spatial derivatives for

advection (Wicker and Skamarock 2002). Subgrid-scale

(SGS) turbulence is parameterized using a 1.5-order

turbulence kinetic energy (TKE) closure scheme similar

to that of Deardorff (1980), but with a larger constant

in the dissipation rate (following Moeng and Wyngaard

1988) and no increase in this constant near the lower

surface. In all simulations, the Coriolis force is neglected

because it was not found to be necessary to organize

boundary layer convection into rolls. Radiation is

parameterized using a vertical column model with the

NationalAeronautics andSpaceAdministration (NASA)–

Goddard formulations for both long and shortwave

interactions with air and water species (Tao et al. 1996;

Chou et al. 1998; Chou and Suarez 1999; Chou et al.

1999). Precipitation microphysics, parameterized with

the NASA–Goddard Cumulus Ensemble formulation

(Tao and Simpson 1993) of the Lin et al. (1983) scheme

(hereafter the LFO scheme), is included primarily to

facilitate later supercell simulations. Though shallow,

transient clouds do form atop the CBL in our simula-

tions, their effects on the radiation budget are negligible.

For the CBL simulations, surface fluxes of heat,

moisture, and momentum are modeled using a Monin–

Obukhov similarity theory surface-layer model. Surface

soil conditions are modeled using a five-layer thermal

diffusion scheme. Soil moisture availability is held fixed.

For details on these parameterizations, the reader is

referred to Grell et al. (1994). These schemes require

a user-specified land-use type. For this study, a land-

use type corresponding to ‘‘irrigated cropland’’ was

selected.3 This land-use type was chosen because its

relatively high moisture availability (50%) was found to

promote longer-lasting roll structures in the boundary

layer. We note that surface buoyancy flux decreases as

surface moisture availability increases, owing to a lower

Bowen ratio; thus, the influence of buoyancy relative to

shear in organizing boundary layer convection is slowed

relative to that with a drier surface, allowing rolls to

persist longer (see section 5).

A horizontal domain size of 250 km 3 200 km is

chosen for the full-domain, ‘‘supercell-ready,’’ CBL

3Necessary parameters for the land surface model are defined in

a U.S. Geological Survey reference table. For irrigated cropland

they are as follows: albedo 5 0.18, moisture availability 5 0.5,

surface emissivity 5 0.985, roughness length 5 0.1m, and thermal

inertia 5 0.04 Jm22K21 s20.5.
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simulations presented here. Because coupled atmo-

spheric radiation and land surface models are used to

initiate boundary layer convection, grid translation for

supercell simulations is not practical. Thus, the domain

for the CBL simulations described herein must be large

enough to eventually accommodate a supercell thun-

derstorm for a 2-h simulation duration while preventing

the dynamically interesting portions of the storm from

approaching the lateral boundaries. Horizontal grid

spacing is constant across the domain and identical in

the x and y directions. The sensitivity of the CBL to

horizontal grid spacing was tested on a smaller domain

(40 km 3 40 km) with three horizontal grid spacings:

100, 200, and 500m (results of this test are presented in

section 5). As will be discussed, horizontal grid spacing

of 200m was found to adequately resolve rolls; there-

fore, this grid spacing was chosen for the large-domain

CBL simulations. The number of grid points in each

direction and the necessary model integration time steps

to maintain computational stability are shown for each

horizontal grid spacing in Table 1. In all simulations, the

domain is 18 km deep and the vertical grid is stretched

from 50-m spacing in the lowest 3 km to 500m above

8.5 km to provide increased resolution of the boundary

layer. The upper and lower boundaries are rigid walls,

and a Rayleigh sponge layer is applied above 14 km to

damp vertically propagating gravity waves. Surface drag

is parameterized using Monin–Obukhov similarity the-

ory [see Grell et al. (1994) for further details] with

a roughness length z0 determined by the land-use type

(z0 5 0.1m for irrigated cropland). All lateral boundary

conditions are periodic. For more detailed information

regarding themodel configuration, the reader is referred

to Nowotarski (2013).

b. Base state and initialization

The CBL simulations are initialized with horizontally

homogeneous base states supportive of both rolls and su-

percell thunderstorms. Base-state quantities are denoted

by overbars, and they are defined as horizontal averages

of the environment, which are dependent on both height

and time because of the inclusion of surface fluxes. Initial-

state or initial-base-state quantities are base-state quan-

tities at t 5 0, and they are denoted with a subscript 0.

The initial thermodynamic profiles (Fig. 1) are modified

versions of the Weisman and Klemp (1982) analytic

profiles of initial base-state potential temperature u0 and

water vapor mixing ratio qy0 defined by
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where g is the acceleration due to gravity and cp is

the specific heat capacity of dry air. The tropopause

height ztr is 12 km, the tropopause potential tempera-

ture utr 5 343K, the tropopause temperature Ttr 5
213K, and the tropopause mixing ratio qytr 5 0:06 gkg21.

Two potential temperature inversions are added to

the lower levels of the profile to ensure slow de-

velopment and adequate capping of future convection.

The first represents a statically stable nocturnal bound-

ary layer commonly found in morning soundings and

extends from the surface, where usfc5 295K, to a height

z1 5 1000m with a vertical potential temperature gra-

dient (du0/dz)1 5 0:009Km21. The second extends from

1000m to a height z2 5 1500m with (du0/dz)2 5
0:002Km21. Water vapor mixing ratio is set at the

surface, qysfc 5 14 g kg21; the top of the first inversion,

TABLE 1. Summary of domain and time step configurations for

full-domain and sensitivity test CBL simulations.

Horizontal grid spacing

100m 200m 500m

Full domain

Nx, Ny

— 1248, 992 —

CBL test

Nx, Ny

400, 400 200, 200 80, 80

Nz 99 99 99

Min Dz,
Max Dz

50, 500m 50, 500m 50, 500m

Large Dt 0.75 s 0.75 s 2 s

Acoustic Dt 0.125 s 0.125 s 0.333 s
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qy1 5 14 g kg21; and the top of the second inversion,

qy2 5 13 g kg21. The vertical gradient of moisture in

the troposphere above z2 is dqy0 /dz521:2 g kg21. The

initial state is in hydrostatic balance with a surface

pressure of 1000 hPa. The resulting environment has

surface-based CAPE [convective inhibition (CIN)] of

1385 [232] J kg21.

Two base-state wind profiles are used for the CBL

simulations, each resulting in a different orientation of

boundary layer convection relative to subsequent right-

moving supercell motion. Both are variants of the

clockwise, quarter-turn hodograph used by Weisman

and Klemp (1986) with initial vertical profiles of hori-

zontal components of momentum defined by

u0(z)5

8>>>>>>><
>>>>>>>:

u12 u1 cos

�
p

2

z

z1

�
1 usfc , z# z1

u11 (z2 z1)

�
u22 u1
z22 z1

�
1usfc , z1, z# z2

u21 usfc , z. z2

,

(3)

and

FIG. 1. Skew T–logp diagram showing the initial base-state temperature (red) and dewpoint

temperature (green) profiles used to initialize CBL simulations. The blue line shows the

temperature of a lifted surface parcel.
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where z1 is the height over which the wind profile is

curved and z2 is the height above which the wind is

constant. In both cases z1 5 2 km and z25 6 km. For the

case of rolls perpendicular to the right-moving supercell

storm motion (hereafter perpendicular rolls), the initial

profile (Fig. 2a, blue) has usfc, ysfc525, 8m s21; u1, y15
10.25, 13m s21; and u2, y2 5 41, 13ms21. The initial

0–3-km SRH for the perpendicular-roll environment is

506m2 s22. Simulations with rolls parallel to storm mo-

tion (hereafter parallel rolls) have an initial wind profile

(Fig. 2b, blue) with usfc, ysfc5217,24ms21; u1, y1527,

9.5m s21; and u2, y2 5 23, 9.5m s21. The SRH for the

parallel roll environment is 379m2 s22.

Because there is no large-scale horizontal pressure gra-

dient in the simulation (and additional terms needed to

balance it, e.g., Coriolis acceleration), there is no mecha-

nism to counteract surface drag and turbulent mixing,

which act to decrease low-level vertical wind shear in the

CBL over time. Consequently, as discussed below, simu-

lated rolls may transition to disorganized convection more

rapidly than in nature. Despite this drawback, we chose to

FIG. 2. Base-state hodographs used to initialize CBL simulations (blue) and the domain-averaged hodographs

when rolls first form at t 5 180min (black) in the simulations with rolls (a) perpendicular to and (b) parallel to the

predicted right-moving mature supercell motion (red arrows). Heights above the ground on each hodograph are

labeled in km.

FIG. 3. Time evolution of (a) domain-averaged potential temperature (red) and water vapor mixing ratio (dashed

green) profiles and (b) domain-averaged u (black) and y (dashed blue) wind component profiles in the parallel-roll

CBL simulation with 200-m horizontal grid spacing. Note that owing to roll orientation, u is largely the along-roll

component of the wind, and y is largely the cross-roll component.
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neglect a large-scale pressure gradient in order to simplify

the experiment design and the analysis of subsequent

simulated supercells. For the relatively strong initial ver-

tical shear associated with supercells, and the relatively

weak surface buoyancy flux in this case, we found the

initial low-level shear can persist for the period required to

examine roll effects on supercells (2h).

Both perpendicular and parallel rolls in the CBL sim-

ulations are initialized by inserting random potential

temperature perturbations with maximum amplitude of

60.1K in the lowest 1 km of the model domain. The

initial deep and surface soil temperatures are set to 295K,

the temperature at the lowest scalar grid level in the

model. The initial radiation tendencies are representative

of a location in north-central Oklahoma at 1200 UTC

15 May. As the model is advanced, radiation tendencies

are updated every 300 s, such that the soil is heated by

increasing amounts of shortwave radiation corresponding

to themorning increase in insolation. The resulting increase

in the surface sensible heat flux causes a superadiabatic

surface layer to develop. This instability is eventually

released in the form of boundary layer convection, which

soon organizes into rolls. The CBL simulations are run

for 28800 s (8 h), simulating the entire morning and early

afternoon evolution of a CBL.

3. CBL characteristics

a. General evolution

In general, the simulated CBL development is con-

sistent with observations (e.g., Kuettner 1959; LeMone

1973; Weckwerth et al. 1999) and previous simulation

studies (e.g., Dailey and Fovell 1999; Peckham et al.

2004; Xue and Martin 2006a,b). As incoming shortwave

radiation increases in the simulation, surface heat and

moisture fluxes act to destabilize and moisten the

boundary layer (Fig. 3a). For the first few hours the

resolved-scale flow is weakly turbulent (see section 5),

and the mixed layer deepens with time almost entirely

through parameterized SGS turbulence.

Three hours (10 800 s) after model initiation, dry (i.e.,

subsaturated) boundary layer convection with vertical

velocity magnitudes exceeding 1m s21 commences

across the entire domain. The timing of the initiation of

this convection is largely dependent on the horizontal

grid spacing (see section 5). Immediately, the convection

organizes into long, relatively small wavelength (where

wavelength refers to the spacing between roll updrafts)

rolls with strong linearity.4 By roll initiation time, sur-

face drag and SGS mixing have modified the low-level

winds (Fig. 2, black hodographs; Fig. 3b). In both the

perpendicular (Fig. 4a) and parallel (Fig. 4b) cases, the

axes of the rolls are aligned with both the mean

boundary layer wind and boundary layer shear vector

(cf. 0–500-m layer of hodographs in Fig. 2).

Over the lifetime of the rolls, their wavelength in-

creases from 1500 to 2250mwhile their aspect ratio (i.e.,

the ratio of wavelength to boundary layer depth) re-

mains nearly constant between 2.5 and 3.0 because of the

concurrently deepening boundary layer. Roll linearity

FIG. 4. Horizontal cross sections of vertical velocity at 225m above the lower model surface in 200-m horizontal

grid spacing CBL simulations at t 5 3.75 h for rolls (a) perpendicular and (b) parallel to predicted right-moving

supercell motion. The black line in (b) shows the location of the vertical cross section for Fig. 5. Vectors indicate

perturbation winds at z 5 25m.

4 Linearity refers to the amount of along-roll variation, such that

strong (weak) linearity corresponds to little (significant) along-roll

variation.
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decreases with time, and the boundary layer transitions

to disorganized convection approximately 2 h after roll

formation.

b. Thermodynamic variability

TheCBL simulations at 3.75 h (1 h after roll formation

and the midpoint of subsequent supercell simulations)

show considerable horizontal variability in the thermo-

dynamic fields within the boundary layer [hereafter,

unless otherwise stated, ‘‘variability’’ refers to horizon-

tal variations on the scale of the wavelength of rolls

(,5 km)]. Figure 5 shows a vertical cross section of

the boundary layer in the simulation with rolls parallel

to potential right-moving supercell motion (see Fig. 4b

for cross-sectional location) with various thermody-

namic and kinematic properties plotted along the cross

section. Potential temperature (Figs. 5a,c) near the

surface is as much as 0.3K higher (lower) than the

FIG. 5. (a) Vertical cross section of the parallel-roll CBL simulation along the black line in

Fig. 4b at t 5 3.75h. Vertical velocity (ms21) is shaded, potential temperature is contoured at

0.2-K intervals (from298.2 to 301.0K), and perturbation velocity (ms21) in the plane of the cross

section is shown with arrows. (b) Values of vertical vorticity (31023 s21, black) at the lowest

model level and 0–1-km bulk wind difference (ms21, red dashed) along the same cross section.

(c) Temperature perturbation (8C, black solid), dewpoint temperature perturbation (8C, black
short dashed), and water vapor mixing ratio (gkg21, green long dashed) from the lowest grid

level. (d) Surface-based CAPE (Jkg21, red) and surface-based CIN (Jkg21, blue dashed).
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horizontal average in regions of updraft (downdraft).

This surface variability is consistent with the observa-

tions of Weckwerth et al. (1996), who found horizontal

potential temperature differences of approximately

0.5K between updraft and downdraft. At the top of the

boundary layer, downdraft regions tend to be in phase

with higher potential temperatures. For instance, z 5
600m is the approximate depth of the boundary layer zi
at this time, where zi is defined as the height where the

domain-averaged heat flux w0u0 is a minimum [following

the method of Deardorff (1974)]. At this height, down-

draft regions are as much as 1K warmer than updraft

regions, because the capping inversion extends below zi
(an average quantity) in downdrafts and the mixed layer

penetrates above zi in updrafts. This is consistent with

a range of observations of potential temperature vari-

ability toward the top of the boundary layer (0.1–3.0K;

LeMone and Pennell 1976; Atlas et al. 1986).

The simulated rolls also lead to horizontal variability

of moisture in the CBL. Water vapor mixing ratio, qy,

generally varies less than 0.5 g kg21 at the lowest grid

level across the rolls (Fig. 5c), but farther aloft in the

CBL qy may differ by as much as 1 g kg21 (not shown).

Like potential temperature, this variability is also within

the range found in observational studies (;0.1–3.5 gkg21;

e.g., LeMone and Pennell 1976; Reinking et al. 1981;

Weckwerth et al. 1996).

As a result of boundary layer variability in temperature

and moisture, thermodynamic parameters relevant to

deep convection such as dewpoint temperature, CAPE,

and CIN also vary across rolls. Dewpoint temperature is

about 0.5K higher near the surface in warm, moist up-

draft regions of rolls than in the cooler, dry downdrafts

(Fig. 5c). Surface-based CAPE (SBCAPE) varies by as

much as 300 Jkg21 (;10%) across rolls, with higher values

in updrafts, whereas the magnitude of surface-based CIN

(SBCIN) can be reduced by up to 22 Jkg21 (;40%) in

updrafts. Similar variability exists in mixed-layer5 CAPE

and CIN. All this suggests conditions for deep convection

are more favorable in roll updrafts. This variability is no-

tably less than that observed by Weckwerth et al. (1996);

they measured dewpoint temperature variations of 2–3K,

which are much larger than those simulated here. This

discrepancy is likely due to the relatively steep decline in

moisture above the boundary layer in their study when

compared with these simulations where qy0 5 14gkg21 up

FIG. 6. Hodographs at four points indicated in Fig. 5a from z 5 0 to 2 km in the parallel

BASE simulation at t 5 3.75 h. Circles indicate heights above the lower model surface at

500-m intervals.

5 In this case, the mixed layer was prescribed as the average

depth of the CBL at t 5 3.75 h.
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to 1km (Figs. 1 and 3). Though surface moisture flux in-

creases qy in the boundary layer with time (especially in

updraft branches), the layer of relatively moist air above

the boundary layer (600–1000m) limits the entrainment of

dry air from the free troposphere into the boundary layer.

c. Kinematic variability

Rolls are easily identified in horizontal cross sections

of vertical velocity, with alternating bands of updrafts

and downdrafts characterizing the simulated CBL. Up-

draft regions are generally narrower than downdraft

branches, and they have larger vertical velocity magni-

tude (Figs. 4 and 5a). This is consistent with positive

resolved vertical velocity skewness in the boundary

layer (not shown), which gradually increases as the rolls

become disorganized with time. One hour after roll

formation (t5 3.75 h) the maximum (minimum) vertical

velocity in the CBL is 3.3 (22.3)m s21. The largest

vertical velocity magnitudes are generally found in the

central or upper portions of the CBL. An hour later (t5
4.75 h) as the CBL becomes more disorganized, the

range of vertical velocity expands to between 23.5 and

4.5m s21. This increase in magnitude is a reflection of

the increasing surface buoyancy flux over time. The

magnitude of vertical velocity perturbations within the

simulated CBL is generally less than 5ms21 at all times

and all heights. Furthermore, there is little difference in

vertical velocities between the parallel- and perpendicular-

roll simulations.

Vertical motions within the CBL act to mix horizontal

momentum, resulting in perturbations to the horizontal

flow. Near the surface, perturbation winds are generally

less than 5m s21 with convergent flow beneath updraft

branches and divergence in regions of downdraft (Figs. 4

and 5a). Because there is little variation in wind di-

rection (cf. Fig. 2; south-southeasterly in the perpen-

dicular case and easterly in the parallel-roll case) over

the depth of the boundary layer, but wind speed in-

creases with height, there is a negative flux of along-roll

momentum near the ground such that along-roll wind

speed is greater in downdrafts than updrafts.

Figure 6 shows four low-level hodographs from se-

lected locations along the cross section in Fig. 5 illus-

trating the variability in the parallel-roll simulation.

Whereas updraft (green) and downdraft (red) winds are

FIG. 7. As in Fig. 4, but with vertical vorticity at the lowest model level (z 5 25m) shaded. Solid (dashed) contours

indicate locations where vertical velocity is greater (less) than 1(2)0.5m s21 at z 5 225m.

FIG. 8. Vertical profiles of horizontally averaged horizontal

vorticity components at t 5 2.5 h in the parallel-roll CBL simula-

tion; j (red dashed) is the eastward component and h (blue) is the

northward component.
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similarly oriented over the lowest 1 km in the along-roll

direction (easterly), wind speed in the surface-to-500-m

layer is reduced in the updraft region. Roll A (blue) and

roll B (black), which are representative of rolls with

opposite circulations, have similar along-roll velocities

in the CBL but opposing low-level momentum and

shear in the cross-roll direction (in this case, y). Despite

lower overall values in the parallel-roll case than the

perpendicular-roll case (not shown), Fig. 5b shows that

0–1-km vector wind difference can differ by as much

as 5–6m s21 across rolls. SRH over the lowest 0–1 km

is calculated using storm motions from the supercell sim-

ulations and varies by 60 (30)m2 s22 in the perpendicular-

(parallel-) roll simulation. Boundary layer hodograph

and shear variations of similar magnitudes were ob-

served by Markowski and Richardson (2007, see their

Fig. 10b).

4. Vertical vorticity in the CBL

Unlike traditional idealized simulations of deep con-

vection that use horizontally homogeneous environments

(i.e., there are no horizontal variations of any length scale

in the environment), our simulated CBL environments

with rolls locally contain nonzero vertical vorticity. Ini-

tially, bands of both positive (cyclonic) and negative

(anticyclonic) vertical vorticity, z, ofmagnitudes reaching

the order of 1023 s21 develop in regions of strong hori-

zontal gradients of vertical velocity between updraft and

downdraft branches. Marquis et al. (2007) observed

similar alternating bands of vertical vorticity in the CBL

that were associated with linear horizontal structures well

away from their interactions with a mesoscale boundary.

As the rolls intensify and linearity decreases, bands of

z become more three-dimensional as they break into

FIG. 9. Horizontal cross sections of the parallel-roll CBL simulation at (a) 2.25, (b) 2.5, (c) 3.25, and (d) 4.0 h.

Vertical vorticity at z5 125m is contoured in increments of 13 1023 s21. Vertical velocity at z5 225m is shaded in

m s21 and horizontal vorticity at z 5 125m is shown with vectors scaled in s21 according to the legend.
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individual vorticity extrema (Fig. 7), with zmagnitudes as

high as 23 1022 s21 and a horizontal diameter of;1km.

These areas of z are of similar magnitude over the entire

depth of the CBL, including the near-surface region. Past

studies (Markowski andHannon 2006; Arnott et al. 2006)

have observed similar vorticity extrema in a CBL using

mobile Doppler radar, and Kanak et al. (2000) simulated

similar CBL vortices with a numerical model.

Several studies have examined vertical vorticity in the

context of boundary layer rolls, but most have focused on

roll interactions with amesoscale boundary in the context

of convection initiation. For instance, Atkins et al. (1995)

showed with observations how rolls may be lifted over

a sea-breeze front such that their inherent horizontal

vorticity is tilted into the vertical. Dailey and Fovell

(1999) verified this finding with numerical simulations. In

these cases, the development of significant vertical vor-

ticity was explained through tilting of roll vorticity by

horizontal gradients in vertical velocity associated with

the sea-breeze front. Other studies (e.g., Wilson et al.

1992; Xue and Martin 2006b; Marquis et al. 2007) have

shown how rolls may modulate the formation of miso-

cyclones by concentrating background vertical vorticity

associated with horizontal shear zones along boundaries.

Unfortunately, those studies cannot explain the mecha-

nismbywhich vertical vorticity is generated in theCBL in

the simulations of this study, where there is no mesoscale

boundary present.

Our simulations (Fig. 7) and previous studies show

that vertical vortices exist in the CBL without the aid of

mesoscale boundaries. Markowski and Hannon (2006)

observed patches of vertical vorticity both along and

away from an outflow boundary. They found that

stretching of vertical vorticity was important in ampli-

fying vorticity extrema, but they could not conclusively

identify the initial source of vertical vorticity in the

boundary layer. Marquis et al. (2007) suggested that

the linear patterns of vertical vorticity observed in the

boundary layer were consistent with the tilting of envi-

ronmental horizontal vorticity by alternating updraft

and downdraft bands in the CBL, but they were unable

to verify this hypothesis by isolating the CBL from the

FIG. 10. Vertical cross sections in the y–z plane of the parallel-roll CBL simulation at 2.5 h of

(a) vertical vorticity and (b) the tilting term in the vertical vorticity tendency equation. In both

plots, vectors are vorticity within the plane of the cross section, and vertical velocity greater

(less) than 1(2)0.1m s21 is shaded in red (blue).
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effects of the nearby mesoscale boundaries. Maxworthy

(1973) suggested amechanism bywhich existing vortices

might tilt horizontal vorticity in the surface layer as

a means of amplifying and maintaining their vertical

vorticity. Their study was also unable to determine a

mechanism for the initial generation of vertical vorticity.

In simulations with no mean flow or vertical shear,

Kanak et al. (2000) suggested and Shapiro and Kanak

(2002) showed that vertical vorticity could be generated

through the tilting of solenoidally generated horizontal

vorticity formed on the edges of buoyant thermals by the

horizontal gradients of vertical velocity associated with

these convective elements.

Though tilting of solenoidal horizontal vorticity may

play a role in our simulations, analysis of the results

suggests that the tilting of ambient horizontal vorticity

associated with the mean wind shear by rolls is the

dominant initial source of vertical vorticity. Profiles of

the mean horizontal vorticity components (j, h) are

shown in Fig. 8 at t 5 2.5 h in the parallel-roll simula-

tion. This time is just prior to the onset of robust

boundary layer convection, such that horizontal gra-

dients in vertical velocity and horizontal wind pertur-

bations are small. The easterly vertical shear (with little

southerly shear) in the parallel-roll boundary layer

results in horizontal vorticity that is almost exclusively

northerly (h, 0; Fig. 8). The large amount of northerly

horizontal vorticity near the surface evident in Fig. 8

reflects the effects of surface drag below the lowest grid

level (z 5 25m).

Under the inviscid Boussinesq approximation for

a nonrotating reference frame, local changes in vorticity

FIG. 11. Horizontal cross sections of (a) local vertical vorticity tendency, (b) advection, (c) tilting, and (d) stretching

at 2.5 h at z 5 75m. Areas with vertical velocity greater (less) than 1(2)0.1m s21 are shaded in red (blue) All

contours are at 5 3 1026 s22 intervals.
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[v (5 ji 1 hj 1 zk)] are described by the following

equations (Markowski and Richardson 2010):

›j

›t
52v � $j1v � $u1 ›B

›y
, (5)

›h

›t
52v � $h1v � $y2 ›B

›x
, (6)

›z

›t
52v � $z1 j

›w

›x
1h

›w

›y
1 z

›w

›z
, (7)

where B is the buoyancy (5gu0r/ur0 ).
6

The evolution of the horizontal and vertical vorticity

fields as boundary layer convection intensifies is shown

in Fig. 9. At 2.25 h (Fig. 9a) horizontal vorticity at z 5
125m is northerly and relatively uniform throughout the

domain, and there is some evidence of vertical vorticity

development at this height near bands of weak vertical

velocity (evident by patches of jwj . 0.1m s21).

Vertical velocity begins to increase in intensity and

coverage at 2.5 h (Fig. 9b). While predominately

northerly, the vorticity begins to acquire a zonal com-

ponent j. This is due to horizontal tilting of meridional

vorticity h by gradients in velocity along the roll updraft/

downdraft interfaces [the second term on the right in

(5)] as well as solenoidal generation from meridional

buoyancy gradients [the third term on the right in (5);

recall periodic potential temperature gradients associ-

ated with the roll circulations].

FIG. 12. As in Fig. 11, but at 3.25 h. Note that all contours are now at 3 3 1025 s22 intervals.

6Here ur is the density potential temperature (ur 5 u[(11qy /«)/

(11qt)], where qt is the total water mixing ratio and « is the ratio of the

gas constants for dry air and water vapor).
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Alternating bands of positive and negative vertical

vorticity z are also clearly evident at this time. Vertical

cross sections along the meridional axis (Fig. 10a) show

that these bands extend through the depth of the CBL.

Furthermore, the mechanism for the development of z

becomes qualitatively apparent when one considers the

tilting of vorticity vectors in the plane of the cross sec-

tion by updrafts and downdrafts, a manifestation of the

third term on the right side of (7). Tilting of horizontal

vorticity [the combination of the second and third terms

on the right side of (7)] is explicitly calculated and shown

in Fig. 10b, indicating that tilting creates positive (neg-

ative) vertical vorticity on the right (left) side of up-

drafts, looking downshear. When compared with

stretching [fourth term on the right side of (7); Fig. 11d]

at 2.5 h, tilting (Fig. 11c) and advection [first term on the

right side of (7); Fig. 11b] are the primary contributors to

the local vertical vorticity tendency (Fig. 11a). This

suggests that the initial vertical vorticity in the CBL

originates from the tilting of environmental horizontal

vorticity by the developing thermals and compensating

downdrafts. Near the surface (z & 100m), downdrafts

are necessary for the development of vertical vorticity,

because tilting of horizontal vorticity by an updraft

alone cannot produce appreciable vertical vorticity near

the ground owing to the advection of vertical vorticity

away from the ground in an updraft (e.g., Davies-Jones

1982; Davies-Jones et al. 2001).

Robust boundary layer convection (wmax . 1m s21

within the CBL) has developed by 3.25 h (Fig. 9c). Be-

tween 2.5 and 3.25 h, the pattern of local changes in

vertical vorticity has become more three-dimensional

(Fig. 12a, note the increased magnitude of the contours

in Fig. 12 relative to Fig. 11), largely due to the dominant

advection term (Fig. 12b). Thus, though still largely ar-

ranged in periodic bands, local maxima and minima of

vertical vorticity have begun to arise by 3.25 h (Fig. 9c).

Baroclinically generated perturbations to the horizontal

vorticity associated with the rolls themselves are visible

in the now-distinct zonal component of the horizontal

vorticity vectors, particularly between updrafts and

downdrafts. Without a mechanism for maintaining the

initial background vertical wind shear in the model

(there are no large-scale horizontal pressure gradients in

the base state), there is now less meridional vorticity h to

be tilted into the vertical by the largely meridional ver-

tical velocity gradients. Consequently, tilting (Fig. 12c)

has become a smaller portion of the vertical vorticity

tendency (Fig. 12a) than advection (Fig. 12b). Stretching

(Fig. 12d), though now of similar magnitude as tilting,

remains a small contributor to the local vertical vorticity

tendency. By 4.0 h, the rolls continue to become less

organized while local maxima/minima of vorticity be-

come stronger and more three-dimensional (Fig. 9d).

The process of vertical vorticity generation in a CBL

with mean shear and rolls is summarized conceptually in

Fig. 13. Initially, the mean boundary layer shear is as-

sociated with purely horizontal vorticity (Fig. 13a). As

weak thermals develop, this vorticity is tilted by the

thermals and compensating downdraft regions, resulting

in periodic bands of weak positive and negative vertical

vorticity (Fig. 13b). This is the same process Marquis

et al. (2007) suggested to explain their observations of

vertical vorticity in convective boundary layers. The

rolls intensify, developing along-roll perturbation hori-

zontal vorticity and becoming more disorganized as the

boundary layer deepens (Fig. 13c). Tilting of cross-roll

vorticity may still occur, but considerable along-roll

FIG. 13. Conceptual illustration of vertical vorticity generation in a CBL with rolls. (a) Mean shear into the page is associated with

horizontal vortex lines (black lines) and no preexisting vertical vorticity. (b) At a later time, weak dry boundary layer convection develops

and organizes into rolls parallel to the shear vector. Perturbation vertical velocity associated with the rolls (green arrows) tilts the

horizontal vortex lines associated with the mean flow. Periodic bands of positive and negative vertical vorticity result between updraft

(red) and downdraft (blue) regions. (c) Roll circulations intensify, deepening the boundary layer, and become more disorganized. While

tilting still occurs, vertical vorticity is chaotically reoriented, redistributed, and amplified by advection and stretching. By this time, vortex

lines have a significant component normal to the plane shown owing to baroclinic generation of horizontal vorticity (of similar sense to the

circulations shown with green arrows) between the roll updraft and downdraft regions.
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perturbations lead to a somewhat chaotic redistribution

of vertical vorticity into vorticity extrema through ad-

vection, tilting, and stretching similar to the vorticity

dynamics observed by Markowski and Hannon (2006) or

postulated by Maxworthy (1973).

5. Sensitivity to grid spacing

In this section we explain how we determined that

200-m horizontal grid spacing (Dh) is adequate for our

studies of supercells in an environment with a CBL.

Toward this end, we present results from three CBL

simulations that were conducted using Dh 5 100, 200,

and 500m (Fig. 14). These simulations are evaluated

with regards to the underlying assumptions of LES and

the ability of the simulated flows to produce the scales of

motion expected by theory and observations of bound-

ary layer rolls.

Because of the current impracticality of direct numer-

ical simulation (DNS), we use LES, for which theNavier–

Stokes equations are filtered and the subfilter-scale

effects are parameterized. [Reviews of LES principles

are available in several textbooks, e.g., Wyngaard (2010).]

Following Bryan et al. (2003), we determine an appro-

priate value of Dh by examining properties of the flow

from these sensitivity simulations. For their simulations

of deep moist convection, Bryan et al. (2003) concluded

that Dh of O(100)m produced results that meet the as-

sumptions inherent in LES. One of these assumptions is

that l/D� 1, where l represents the scale of large energy-

containing eddies, andD5 (DxDyDz)1/3 is a characteristic
grid scale and roughly equal to the implicit LES filter

width. The criterion l/D � 1 ensures that the simulated

flow has a large effective Reynolds number [see Eq. (12)

in Bryan et al. (2003)], and thus the resolved component

of the simulated flow can be turbulent.

Table 2 shows D for each CBL sensitivity simulation,

and an estimate of the ratio l/D for both deep convection

and for the CBL. For deep convection we assume l ’
10 km (following Bryan et al. 2003), and for the CBL we

assume l ’ 1 km. For deep convection, the values of l/D
(Table 2) are larger than 10, and so LES of deep con-

vection should be adequate in all three cases. For the

CBL, Dh 5 500m seems clearly inappropriate because

l/D5 4.7 Vertical velocity from our simulation with Dh5
500m (Fig. 14c) shows that roll-like structures form,

although they are qualitatively smooth, and seem more

characterizable as laminar rather than turbulent. For

FIG. 14. Plan view of vertical velocity (m s21, shaded) 225m above

the lowermodel surface 1h after the development of boundary layer

convection for the CBL test simulations with (a) 100-m horizontal

grid spacing at t 5 3.0h, (b) 200-m horizontal grid spacing at t 5
3.75h, and (c) 500-m horizontal grid spacing at t 5 5.75h.

7HereD also depends on the vertical grid spacingDz. In all of our
simulations Dz 5 50m, such that changes in D are due only to

modifications of Dh.
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Dh 5 100 and 200m, values of l/D are O(10) (Table 2).

Ideally, this ratio should be O(100) (or greater). Never-

theless, the simulated flows for Dh 5 100 and 200m

(Figs. 14a,b) seem qualitatively different from the flow in

the coarsest-resolution simulation (Fig. 14c), particularly

in the sense that turbulent eddies with horizontal scale of

O(1) km exist, in addition to the linear roll structures. In

other words, the flow is qualitatively turbulent.

Considering also that l/D is O(10) for Dh 5 100 and

200m, and the effective Reynolds number of LES Rt

varies as (l/D)4/3 [Eq. (12) of Bryan et al. (2003)], these

simulations are probably best characterized as low-Rt

LES.We assume that mean properties of the flow would

remain the same for smaller grid spacing [i.e., larger Rt

(e.g., Bryan et al. 2003)]. In a recent numerical study of

CBLs (without vertical wind shear), Sullivan and Patton

(2011) found that simulations with relatively low Rt (or,

in their terminology, relatively low ‘‘large-eddy Reynolds

number’’) produce qualitatively accurate profiles of heat

flux and total turbulent kinetic energy, although the

boundary layer depth increased too quickly, and higher-

order metrics like skewness were overestimated. Un-

fortunately, smaller Dh is not currently feasible for the

size, duration, and number of simulations required by our

experimental design. The effect of these biases on our

results will thus need to be reassessed with smaller Dh

(i.e., larger Rt) in a future study.

Another means of assessing LES is by comparing the

ratio of parameterized SGS TKE (es) to resolved-scale

TKE (er). Total TKE (E) is given by E 5 er 1 es. In this

study, er(x, y, z, t)5 1/2(u0u0 1 y0y0 1w0w0), where u0,y0,
w0 are the deviations of the model-produced velocities at

each grid point from their respective horizontal averages

at each height level, and es(x, y, z, t) is determined by

the subgrid turbulence model [similar to Deardorff

(1980); the user is referred to Bryan (2009) for the precise

formulation].

Figure 15 shows time–height series of horizontally

averaged E over the course of the CBL sensitivity sim-

ulations. For the first few hours,E is limited to the lowest

few hundred meters in all simulations and is pre-

dominantly subgrid scale (i.e., es� er, not shown). There

is a rapid increase and deepening in E when the rolls

develop, and er becomes comparable to (or exceeds) es;

TABLE 2. Relevant parameters for assessing LES applicability of

simulations with different horizontal grid spacing.

Horizontal

grid spacing D
Deep

convection l/D
CBL

l/D
Min

SGS

Avg

SGS

100m 79m 127 13 13% 20%

200m 126m 80 8 16% 29%

500m 232m 43 4 24% 40%

FIG. 15. Time–height series of the horizontally averaged total

TKE [E(z, t); m2 s22] at each vertical grid level over the simulation

duration for CBL test simulations with (a) 100-, (b) 200-, and

(c) 500-m horizontal grid spacing.
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the time when this transition occurs is later as Dh in-

creases (cf. Figs. 15a,c).

By integrating all measures of TKE over the domain

from 0 to 2 km AGL, and plotting the results over time

(Fig. 16), it becomes apparent that es is the dominant

contributor to E early (i.e., t & 3 h) and remains nearly

constant throughout the simulations. In contrast, er is the

dominant contributor to E for t * 3 h, and continually

increases with time. A desirable ratio of es to E is about

10% or less (e.g., Bryan et al. 2003). Table 2 lists mini-

mum and average values (for t * 4h) of the ratio es/E

for each simulation. Consistent with our analysis of l/D
above, none of these simulations has es/E, 0.1, although

the highest-resolution simulation is close, and the lowest-

resolution simulation is clearly not adequate for LES.

As previously stated, it is not practical (at this time) to

run simulations with smaller Dh to better satisfy the

underlying assumptions of LES for boundary layer

convection; Dh ofO(10) m would be ideal. However, our

analysis reaffirms that Dh of O(100)m meets require-

ments for LES of deep convection. Also, our nominal

grid spacing (Dh 5 200m) is similar, or smaller, than Dh

used in previous simulation studies of rolls over large

domains (.100 km2) (e.g.,Weckwerth et al. 1997; Fovell

and Dailey 2001; Peckham et al. 2004; Xue and Martin

2006a). Indeed, some of these studies have noted dis-

parity between their results and nature. Peckham et al.

(2004; Dh 5 1 km) noted rolls with aspect ratios larger

than those observed and predicted by theory and sug-

gested this discrepancy was ‘‘possibly due in part to the

model’s inability to fully resolve boundary-layer circu-

lations at the scale of the horizontal grid resolution.’’

Ziegler et al. (1997; Dh 5 1 km) attributed larger-than-

expected wavelengths to both insufficient resolution and

potential interaction with gravity waves in the capping

inversion. Nevertheless, Weckwerth et al. (1997) were

able to simulate rolls of realistic dimensions using Dh 5
250m. Periodic boundary conditions may also affect roll

aspect ratio and orientation because of quantization

effects due to the requirement that the number of rolls

be an integer and rolls reenter the domain at the same

location they left on the opposite side (Young et al.

2002).

To further evaluate whether the simulated rolls ade-

quately represent those in nature, we check for consis-

tency with observations and theory. Figure 17 shows

times series of (Fig. 17a) the boundary layer depth zi,

(Fig. 17b) the roll wavelength l, and (Fig. 17c) the roll

aspect ratio l/zi. The wavelength of rolls is determined

subjectively by counting the number of roll updraft

branches along a 20-km line perpendicular to the axis of

the rolls, and then dividing 20 km by the number of

updraft branches. This technique is repeated for three

different cross-section locations, with the final reported

value being the average of the three measurements.

Boundary layer depth zi increases at a similar rate for

all three sensitivity simulations (Fig. 17a), especially for

t. 3 h. As noted previously, rolls develops at later times

asDh increases, which can be seen by the initial time that

l is plotted in Fig. 17b. We further note that the mini-

mum wavelength resolvable in this numerical model is

;7Dh [e.g., appendix in Bryan et al. (2003)]. Thus, rolls

should not be expected to develop in any simulation

until the theoretical wavelength (green in Fig. 17b, ex-

plained below) is at least 7Dh; this conclusion is sup-

ported by the correspondence of the green line with the

highest-resolution model results in Fig. 17b.

Assuming the longitudinal rolls in this simulation are

forced primarily by convective instability, linear theory

suggests an aspect ratio l/zi 5 2.83 (e.g., Rayleigh 1916;

Asai 1970). Assuming this aspect ratio, the predicted roll

wavelength l 5 2.83zi is assumed for the theoretical

wavelength, and is shown in green in Fig. 17b. Rolls in

the 500-m simulation clearly have an unrealistically

large wavelength, again supporting the conclusion that

Dh 5 500m is inadequate for our work. As Dh decreases,

both the wavelength (Fig. 17b) and aspect ratio (Fig.

17c) of the rolls appear to converge toward the theo-

retical values (green line). By these measures, it appears

that either Dh 5 100 or 200m should be adequate for

simulations of boundary layer rolls.

The rolls in these simulations last for ;2 h before

losing recognizable two-dimensionality. This transition

FIG. 16. Time series of horizontally averaged total (thick black),

resolved (medium blue), and SGS (thin red) TKE integrated over

the lowest 2 km of the model domain for CBL test simulations with

100- (long dashed), 200- (solid), and 500-m (short dashed) hori-

zontal grid spacing.
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is probably associated with increasing boundary layer

instability relative to the effects of shear (e.g., Ferrare

et al. 1991; Weckwerth et al. 1999), which can be de-

scribed by the ratio of zi to the Obukhov length L de-

fined as

L52
uu3*

kgw0u0js
, (8)

where k 5 0.4 is the von Kármán constant, u*5
(u0w0j2s 1 y0w0j2s )1=4 is the friction velocity, andw0u0js is the
surface heat flux (Stull 1988). Quantities with overbars

are horizontal averages. Under convective conditions,

the magnitude of the Obukhov length decreases as the

buoyant production of TKE exceeds its shear pro-

duction in the surface layer, such that2zi/L increases as

buoyancy forcing dominates shear forcing throughout

the CBL.

There is a wide range of observed values for zi/L that

are conducive to rolls. Observations summarized by Etling

and Brown (1993) concluded that rolls driven largely by

convective instability exist when 5,2zi/L, 25. They

noted it was possible that rolls driven by dynamic in-

stabilities may exist at smaller values of 2zi/L. In this

study, rolls generally exist with 2zi/L in the range sug-

gested by Etling and Brown (Fig. 18). Roll forma-

tion occurs when 2zi/L. 5 (excluding the Dh 5 500-m

simulation) and rolls are no longer apparent when

2zi/L. 15 (for all grid spacings). Sharp decreases in

2zi/L occur at the onset of resolved turbulence in each

simulation. These sharp decreases appear to be caused

by abrupt changes in the friction velocity and surface-

layer heat flux associated with the sharp increase in er
at this time. The sharp decreases are more abrupt with

coarser resolution. The duration of rolls in these simula-

tions is somewhat shorter than in nature, possibly due to

the lack of a large-scale (synoptic) horizontal pressure

gradient in the model that could counteract the vertical

mixing ofmomentum and thus sustain the low-level shear

for a longer time.

6. Conclusions

In this study, a convective boundary layer (CBL) com-

posed of quasi-two-dimensional, horizontal roll vortices

was simulated over a large domain, including radiation

and surface fluxes of heat, moisture, and momentum

with idealized mean thermodynamic and wind profiles

supportive of supercell thunderstorms. This article focuses

FIG. 17. Time series of (a) boundary layer depth, (b) roll wave-

length, and (c) roll aspect ratio (wavelength/zi) for the CBL test

simulations. In (b) and (c), time series of the wavelength and aspect

ratio predicted by theory based on the average boundary layer

growth of the three simulations are shown in green.

FIG. 18. Time series of the negative ratio of boundary layer depth

to Obukhov length for each CBL test simulation. Large markers

indicate periods when rolls are clearly present.
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on properties of the simulated boundary layer in the ab-

sence of a supercell (which will be studied in a forthcom-

ing article).

The simulated rolls result in quasi-periodic horizon-

tal variations in boundary layer potential temperature

(60.5 K), boundary layer water vapor mixing ratio

(60.5 g kg21), CAPE (6150 J kg21), CIN (610 J kg21),

vertical velocity (65ms21), and0–1-kmSRH(650m2s22).

These variations are consistent with previous observa-

tions of rolls and suggest that a supercell may encounter

nonnegligible variability in parameters that have pre-

viously been demonstrated to influence supercell evolu-

tion. Markowski and Richardson (2007) found that ‘‘in

some of the cases in which mesoscale boundaries were

present, the variability that can be attributed to bound-

ary layer convection is as significant as that which can

be attributed to the differing air masses.’’ Considering

that previous studies have determined that mesoscale

boundaries could influence supercell properties, partic-

ularly low-level rotation, perhaps the similar environ-

mental heterogeneity found in the CBL documented

here could also affect supercells.

The simulated rolls are also a source of environmental

vertical vorticity in the boundary layer. It was found that

bands of alternating positive/negative vertical vorticity

originate through the tilting of cross-roll horizontal vor-

ticity in the boundary layer associated with the environ-

mental vertical wind shear, which is enhanced in these

simulations by surface drag. Once formed, vertical vor-

ticitymay be rearranged and amplified into local vorticity

extrema (z. 0.01 s 21) through advection and stretching.

The presence of vertical vorticity in the CBL is important

because most conceptual models and numerical simu-

lations of supercell tornadogenesis assume an ambient

environment devoid of vertical vorticity. Whereas bound-

ary layer heterogeneity and vorticity extrema have been

linked to the evolution of misocyclones along mesoscale

boundaries (e.g., Wilson et al. 1992; Atkins et al. 1995;

Arnott et al. 2006;Marquis et al. 2007), to this point, it has

been unclear what effects (if any) CBL vorticity extrema

may have on supercells and their mesocyclones.

Sensitivity studies suggest that horizontal grid spacing

#200m is required for adequate resolution of rolls under

the considered conditions. Present-day computing re-

sources allow for multiple large-domain supercell simu-

lations with 200-m horizontal grid spacing, and based

on this result we use this spacing for our subsequent

work. Deep moist convection can now be initiated using

the simulated CBL as the base state to investigate the

interactions between an organized CBL and mature

supercell thunderstorms. Results of these experiments

are detailed in Nowotarski (2013) and will be the subject

of future publications.
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