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Abstract Results from multiple model simulations are

used to understand the tropical sea surface temperature

(SST) response to the reduced greenhouse gas concentra-

tions and large continental ice sheets of the last glacial

maximum (LGM). We present LGM simulations from the

Paleoclimate Modelling Intercomparison Project, Phase 2

(PMIP2) and compare these simulations to proxy data

collated and harmonized within the Multiproxy Approach

for the Reconstruction of the Glacial Ocean Surface Project

(MARGO). Five atmosphere–ocean coupled climate mod-

els (AOGCMs) and one coupled model of intermediate

complexity have PMIP2 ocean results available for LGM.

The models give a range of tropical (defined for this paper

as 15�S–15�N) SST cooling of 1.0–2.4�C, comparable to

the MARGO estimate of annual cooling of 1.7 ± 1�C. The

models simulate greater SST cooling in the tropical

Atlantic than tropical Pacific, but interbasin and intrabasin

variations of cooling are much smaller than those found in

the MARGO reconstruction. The simulated tropical coo-

lings are relatively insensitive to season, a feature also

present in the MARGO transferred-based estimates calcu-

lated from planktonic foraminiferal assemblages for the

Indian and Pacific Oceans. These assemblages indicate

seasonality in cooling in the Atlantic basin, with greater
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cooling in northern summer than northern winter, not

captured by the model simulations. Biases in the simula-

tions of the tropical upwelling and thermocline found in the

preindustrial control simulations remain for the LGM

simulations and are partly responsible for the more

homogeneous spatial and temporal LGM tropical cooling

simulated by the models. The PMIP2 LGM simulations

give estimates for the climate sensitivity parameter of

0.67�–0.83�C per Wm-2, which translates to equilibrium

climate sensitivity for doubling of atmospheric CO2 of 2.6–

3.1�C.

Keywords Last glacial maximum � MARGO �
PMIP � Tropical oceans � Climate sensitivity

1 Introduction

The tropical oceans play a key role in the global heat and

moisture budgets. It is important, therefore, to understand

the sensitivity of tropical oceans to climate change. The

last glacial maximum (LGM) is a recent past time period to

consider the sensitivity to the lower glacial CO2 levels.

The magnitudes and patterns of tropical glacial cooling of

the oceans have been debated for a number of years. In the

early 1980s, the CLIMAP (Climate: Long-Range Investi-

gation, Mapping, and Prediction) project produced a

reconstruction of *1–2�C SST cooling over large parts of

the oceans but with modest warming in the subtropical

gyres of the North and South Pacific (CLIMAP project

members 1981). Mix and collaborators (Mix et al. 1999)

estimated pronounced glacial cooling from their forami-

niferal assemblages with cooling of 5–6�C in the equatorial

current systems of the Atlantic and eastern Pacific Oceans.

Recent reconstructions confirm moderate cooling, mostly

in the range of 0–4�C, of tropical SSTs, although with

significant regional variation and greater cooling in the

eastern Atlantic and Pacific Oceans (Pflaumann et al. 2003;

Rosell-Mele et al. 2004; Barker et al. 2005; Barrows and

Juggins 2005; Chen et al. 2005; Kucera et al. 2005b).

Based on an objective approach incorporating a variety of

marine proxies and including measures of the precision of

these proxies, Ballantyne et al. (2005) estimated LGM SST

cooling over the tropical ocean basin from 30�S–30�N of

2.7 ± 0.5�C (±r), with regional tropical coolings of 3�C in

the Atlantic, 2.5�C in the Indian, and 1�C in the central

Pacific Oceans. Less LGM tropical cooling of 1.7�C and

1.5�C for 15�S–15�N and 30�S–30�N, respectively, with a

total error of 1 and 1.2�C, respectively, was obtained in the

analysis of the multi-proxy MARGO data (MARGO Pro-

ject Members 2009).

Atmospheric model simulations as part of PMIP1, using

the CLIMAP boundary conditions over land and slab ocean

models with ocean heat transports prescribed from modern,

produced a cooling of tropical SSTs (30�S–30�N) of 0.8–

3.4�C (Pinot et al. 1999). The cooling predicted by the

PMIP1 slab ocean models is greater than that of the CLI-

MAP reconstruction, particularly over the Pacific and

Indian Oceans. The first simulations of LGM with coupled

ocean-atmosphere models produced a wider range of

cooling of the tropical oceans as compared to modern from

moderate cooling of 1.5–3�C (Hewitt et al. 2001; Kitoh and

Murakami 2002; Shin et al. 2003) to strong cooling of

4.5�C (Peltier and Solheim 2004) and 6.5�C (Kim et al.

2003). The varying forcings and boundary conditions of

these LGM simulations make it difficult to separate the

cooling due to different model sensitivities from the cool-

ing resulting from different forcings and boundary

conditions.

The second phase of the Paleoclimate Modeling Inter-

comparison Project (PMIP2) defined a common set of

forcings and boundary conditions for LGM and preindus-

trial conditions for coupled atmosphere-ocean models to

improve comparison among models and with data and to

provide a benchmark for simulations being used for future

climate change projections (Braconnot et al. 2007). In this

paper, we compare the predictions of tropical sea surface

temperatures for the last glacial maximum from six

atmosphere-ocean models to the data synthesis of MARGO

to test whether coupled climate models are able to produce

observed conditions in a past climate situation very dif-

ferent from today. The model results are evaluated in terms

of their regional, seasonal, and depth variations of glacial

cooling. We also include a discussion of global climate

sensitivity using the predicted LGM cooling estimates by

the PMIP2 models.

2 The models

Coupled atmosphere-ocean model simulations for LGM

and preindustrial (PI) conditions are available from the

PMIP2 international project [http://pmip2.lsce.ipsl.fr]

(Braconnot et al. 2007). The models included in this paper

are CCSM (the National Center for Atmospheric Research

CCSM3 model), FGOALS (the LASG/IAP FGOALS-g1.0

model), HadCM (the UK Met Office Hadley Centre Had-

CM3 model with MOSES2 surface scheme), IPSL (the

Institut Pierre Simon Laplace IPSL-CM4 model), MIROC

(the CCSR/NIES/FRCGC MIROC3.2.2 (medres) model),

and ECBilt-CLIO (the Royal Netherlands Meteorological

Institute ECBilt/the Louvain-la neuve CLIO intermediate-

complexity model). Details can be found in Table 1.

The PMIP2 simulations used the same models as being

used for the future scenario projections of the IPCC Fourth

Assessment Report (AR4), except for changes as noted in
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Table 1 and as follows. CCSM used for AR4 future scenario

simulations had an atmosphere resolution of T85; CCSM

used for PMIP2 had an atmosphere resolution of T42. Both

used the same ocean resolution. The MIROC model used

for PMIP2 is the MIROC3.2-medres model, with an

atmosphere resolution of T42, one of the resolutions used

for AR4 future scenario simulations, and included for the

PMIP2 LGM simulation a small fix to the bulk coefficient to

the ice sheet. HadCM used for PMIP2 included a different

land surface scheme, MOSES2, than the version used for

AR4 future scenario simulations. ECBilt-CLIO AR4 sce-

nario runs included interactive vegetation (VECODE),

while the model version used for PMIP2 had vegetation

fixed at modern and applied a local freshwater correction in

the South Atlantic (run S, Weber and Drijhout 2007).

PMIP2 established standard forcings and boundary

conditions for the LGM and PI to allow more rigorous

comparisons among the models (Table 2). The PI simula-

tions used forcings appropriate for conditions before

industrialization, ca. 1750 AD, and the LGM simulations

used forcings reconstructed for *21,000 years ago

(21 ka). The CCSM and HadCM simulations started from

the cold state of previous LGM coupled simulations. The

other LGM simulations were initialized from modern

conditions. The LGM simulations of all models were run

sufficiently long such that trends in temperatures are small

(Braconnot et al. 2007).

The PMIP2 boundary conditions for the LGM simula-

tions are the ICE-5G ice sheet and topography (Peltier

2004) and the specification of additional land due to the

lowering of sea level with the large amounts of water

frozen in the continental ice sheets. The lowering of sea

level results in exposed land in the tropics, most notably

through the Indonesian Archipelago and between Australia

Table 1 Details of PMIP2 models with LGM simulations

Model reference Sponsor(s), Country Atmosphere

resolution

Ocean resolution in

tropics (lat 9 long)

Differences from IPCC

future scenario simulations

Coupled climate models

CCSM3 (Otto-Bliesner et al.

2006a; Otto-Bliesner et al.

2006b)

National Center for Atmospheric

Research, USA

T42 (2.8� 9 2.8�) 0.3–1� 9 1� IPCC simulations at higher

atmospheric model

resolution

FGOALS-g1.0 (Yu et al.

2004)

LASG/Institute of Atmospheric

Physics, China

T42 (2.8� 9 2.8�) 1� 9 1� None

HadCM3M2 (Gordon et al.

2000)

UK Met Office Hadley Centre, UK 2.5� 9 3.8� 1.25� 9 1.25� IPCC simulations use

different land surface

scheme

IPSL-CM4 (Marti et al. 2005) Institut Pierre Simon Laplace,

France

2.5� 9 3.75� 1–2� 9 2� None

MIROC3.2(medres)

(Developers K-1 2004)

Center for Climate System

Research (University of Tokyo),

National Institute for

Environmental Studies, and

Frontier Research Center for

Global Change (JAMSTEC),

Japan

T42 (2.8� 9 2.8�) 0.5–1.4� 9 1.4� IPCC simulations run at

both medres and hires

Coupled model of intermediate complexity

ECBilt-CLIO (Weber and

Drijhout 2007)

Royal Netherlands Meteorological

Institute, The Netherlands and

Louvain-La-Neuve, Belgium

T21 (5.6� 9 5.6�)

Quasi-geostrophic

3� 9 3� IPCC simulations use

interactive vegetation

scheme

Differences between PMIP2 and IPCC model configurations are listed in last column

Table 2 PMIP2 forcings and boundary conditions for LGM and

preindustrial simulations

LGM Preindustrial

Greenhouse gases

Carbon dioxide (ppmv) 185 280

Methane (ppbv) 350 760

Nitrous oxide (ppbv) 200 270

Orbital 21,000 year BP 1950 AD
a

Eccentricity 0.018994 0.16724

Obliquity (�) 22.949 23.446

Angular precession (�) 114.42 102.04

Ice sheets ICE-5G Present-day

Land-sea mask ICE-5G Present-day

Vegetation Present-day Present-day

a The orbital parameters for the preindustrial control simulation are

prescribed to the reference values of 1950 AD, as done in PMIP1. The

differences in 1750 and 1950 insolation induced by changes in the

orbital parameters are negligible
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and New Guinea. The present-day river routings were used

in all of the LGM simulations except for those with Had-

CM and ECBilt-CLIO. These two models altered the river

pathways in regions that are covered by the ICE-5G ice

sheets during the LGM (see Weber et al. 2007 for more

details). Vegetation and dust aerosols are unchanged from

the PI control simulation.

The forcings for LGM relative to PI are the small

change to insolation resulting from the slightly different

Earth’s orbit, which is set appropriate for 21 ka based on

the calculations of Berger (1978), and the reduced con-

centrations of atmospheric carbon dioxide (CO2), methane

(CH4), and nitrous oxide (N2O) (Table 2), as adopted from

the Greenland and Antarctic ice core records (Flückiger

et al. 1999; Dallenbach et al. 2000; Monnin et al. 2001).

3 The data

The PMIP2 model simulations are compared to a proxy

reconstruction of LGM tropical sea surface temperatures

from the MARGO project, which includes both microfos-

sils and geochemical approaches [http://margo.pangaea.de]

(Kucera et al. 2005a). Following the EPILOG recommen-

dation (Mix et al. 2001), MARGO adopted the period of

23–19 ka as the dating criteria for a marine proxy record to

be included into the LGM synthesis. This is the period of

maximum glacial sea level low stand on the north Aus-

tralian shelf (Fleming et al. 1998; Yokoyama et al. 2000)

and corresponds to continental LGM reconstructions

(Farrera et al. 1999; Peltier 2004). Coretop samples do not

necessarily represent present-day but rather, depending on

sedimentation rates, decades to thousands of years within

the Holocene (Kucera et al. 2005b).

The tropical (15�S–15�N) reconstruction of LGM SST

from MARGO includes estimates from 156 marine sedi-

ment records based on planktonic foraminifera transfer

functions (126 estimates), alkenones (32 estimates) and Mg/

Ca (18 estimates). In this paper, all estimates are considered

to represent annual-average SSTs although Mg/Ca is known

to reflect the calcification temperature of the species on

which it is measured, which appears best represented by the

warm season SST (Barker et al. 2005). All proxies were

calibrated on the 10 m World Ocean Atlas 1998 SST

(Levitus et al. 1998) using the same definition of caloric

seasons (Kucera et al. 2005a). Most of the tropical oceans

are covered by at least one type of proxy. The eastern

tropical Pacific and Atlantic, the Caribbean, and parts of the

Indian Ocean are covered by multiple proxies (Fig. 1).

Uncertainties in the various proxy estimates exist for a

number of reasons (see (Bard 2001; Kucera et al. 2005a)

for further discussion). The proxy estimates depend on the

ecology and biology of each source organism and may

depend on more than one climatic parameter. Statistical

approaches are required to empirically calibrate the proxies

assuming the present-day spatial variation of the target

environmental parameters can be used to reconstruct its

temporal variation for the past. In addition, some proxies

are known to have lower reliability in, for example, low

salinity environments (alkenones, e.g. Bendle and Rosell-

Mele 2004) and upwelling regions (Kucera et al. 2005b).

Dissolution of foraminiferal calcite at the sea-floor can also

bias Mg/Ca estimates to be too cold (Barker et al. 2005).

Changes in the depth habitat of the source organism and

the season(s) its chemistry is recording remain a matter of

some debate. Foraminiferal species live at various depths in

the water column and their preferred habitat might vary for

past oceanographic conditions. Mg/Ca estimates are from

foraminifer species that dwell at mixed-layer depths

(Barker et al. 2005). In the presence of a strong variation in

productivity linked to upwelling, foraminiferal assemblages

in the tropics may be biased towards the environmental

conditions prevailing during the production time, e.g. the

upwelling season. These factors are captured by the transfer

functions, but only within the limits of the present-day

range of equatorial upwelling variability. If this was higher

during the LGM, the assemblages thus produced would lack

an appropriate representation in the calibration dataset and

the estimates based on those fossil faunas may thus be

misleading. The presence of such no-analog situations can

be detected by various techniques and Kucera et al. (2005b)

note a significant level of uncertainty associated with the

extremely cold estimates in the eastern tropical Pacific.

Alkenones, are expected to consistently represent ‘‘real’’

sea surface temperature as they are produced by phyto-

plankton, which can also be derived from the sediment

calibration of the proxy against SSTs at 0 m depth (Mueller

et al. 1998). In fact the alkenone signal originates in the

surface mixed layer, and on occasion in the deep chloro-

phyll maximum (Conte et al. 2001; Lee and Schneider

2005; Prahl et al. 2005). Environmental preferences of

alkenone producing algae may bias them towards warmer

temperatures, particularly in regions where both upwelling

and open ocean conditions alternately affect sites (Niebler

et al. 2003). Locally their signal is also strongly seasonal

with a strong interannual variability (e.g., (Conte et al.

1998; Mueller and Fischer 2001).

4 Results

4.1 Tropical sea surface temperatures simulated

by PMIP2 models

The overall characteristics of the tropical SSTs for PI are

well depicted in the multi-model mean (Fig. 2). Warmest
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tropical SSTs ([28�C) occur in the Western Pacific Warm

Pool (WPWP, approximately 100�E longitude to the

dateline) and in the Indian Ocean. The equatorial cold

tongue in the central and eastern Pacific is also simulated,

though extends too far westward. The major discrepancies

between simulated and observed tropical SSTs occur in the

upwelling regions along the western coasts of South

America and Africa. Simulated SSTs in these regions are

generally 2–4�C too warm compared to observed. These

biases occur in each of the models included in this study

(Fig. 2). The model simulations are unable to capture the

narrow zones of eastern boundary currents and coastal

upwelling in the eastern basins of the subtropical south

Atlantic and Pacific (more details in Sect. 4.4).

Figure 3 and Table 3 give the annual mean SST chan-

ges, LGM minus PI, simulated by the PMIP2 models. The

ECBilt-CLIO intermediate complexity model simulates the

weakest cooling of the tropical oceans at LGM with

average cooling of 1.0�C. The five AOGCMs define a

relatively similar range of tropical ocean cooling of 1.7–

2.4�C. All models simulate greater mean cooling of SSTs

in the tropical Atlantic than the tropical Pacific (Table 3).

Basin-mean Indian Ocean SSTs show cooling in the range

from 1.1–2.5�C in the PMIP2 models (Table 3).

4.2 MARGO reconstruction of LGM sea surface

temperatures

Environmental calibration of planktonic foraminifera

(assemblages) census counts provides the largest data set

for reconstruction of tropical sea surface temperatures

(Kucera et al. 2005b) (Fig. 1). Foraminiferal assemblages

indicate 0–2�C cooling over much of the tropical oceans at

LGM but with some notable spatial exceptions. In the

Fig. 1 Proxy estimates of LGM sea surface temperature change (�C) based on foraminifera transfer functions (top), alkenones (middle), and

foraminifera Mg/Ca (bottom) in MARGO synthesis (http://margo.pangaea.de)
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eastern tropical Atlantic, east of 25�W, many cores indicate

LGM cooling in excess of 3�C with some cores indicating

LGM cooling of 5�C or greater. Cooling in the western

tropical Atlantic warm pool is only 1–2�C. In the eastern

tropical Pacific, foraminiferal assemblages suggest cooling

of less than 3�C at most sites, although a few cores indicate

cooling in excess of 6�C. Estimates of cooling in the

WPWP are 1–2�C (Chen et al. 2005). Several cores in the

central tropical Pacific show little or no cooling at LGM as

compared to modern. Moderate cooling of 2–3�C is

Fig. 2 Sea surface temperatures (�C) for observed present-day (Levitus et al. 1998), PMIP2 preindustrial multi-model mean, and PMIP2

preindustrial simulations of individual models. Black horizontal lines delineate latitudes 15�S, equator and 15�N

804 B. L. Otto-Bliesner et al.: A comparison of PMIP2 model simulations and the MARGO proxy reconstruction
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Fig. 3 Sea surface temperature (�C). Top two panels show the multi-model mean LGM SST and SST change, LGM minus PI. Also shown are

the SST change, LGM minus PI, simulated by each of the six PMIP2 models. Black horizontal lines delineate latitudes15�S, equator and 15�N

B. L. Otto-Bliesner et al.: A comparison of PMIP2 model simulations and the MARGO proxy reconstruction 805
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indicated for some cores in the eastern Indian Ocean,

particularly south of the Indonesian Archipelago (Barrows

and Juggins 2005).

Much fewer estimates of LGM SST changes for the

tropical oceans are available from alkenones and Mg/Ca

(Fig. 1). Estimates from alkenones and Mg/Ca give a

similar picture of cooling in much of the eastern tropical

Atlantic as the foraminiferal transfer-based reconstruction,

with the greatest disagreements seen in the upwelling

regions off Africa (Niebler et al. 2003). As compared to the

foraminiferal assemblage estimates, SST estimates from

alkenones and Mg/Ca show greater cooling in the Carib-

bean (both proxies), northern Indian Ocean (alkenones),

and WPWP (Mg/Ca). The Mg/Ca estimates indicate similar

cooling of about 2–3�C in the eastern and western tropical

Pacific, while foraminiferal assemblages suggest cooling of

less than 2�C in the western Pacific. All three proxies

indicate significant local gradients of cooling in the east-

ernmost tropical Pacific attesting to the complex

oceanographic conditions in this region. Differences in

depth habitat, nutrients, season of production, and disso-

lution effects will need to be better understood to explain

the different ice-age cooling signals estimated from each of

the proxies for paleotemperature in the eastern equatorial

Pacific (Mix 2006).

4.3 Comparison of LGM cooling: PMIP2 simulations

and MARGO reconstruction

The PMIP2 models estimate an annual average tropical

cooling from 15�N–15�S in the range of 1–2.4�C

(Table 3), which compares well to the estimate from the

MARGO reconstruction of 1.7 ± 1�C (MARGO Project

Members 2008). The models however, simulate a more

uniform distribution of cooling compared to the distinct

interbasin differences evident in the proxy estimates

(Figs. 1 and 3). ECBILT simulates the least cooling and

MIROC the most cooling, but the degree of cooling

remains relatively similar across the Indian, Pacific, and

Atlantic Ocean basins in each PMIP2 model (Table 3).

The zonal uniformity of the model predicted LGM cool-

ing suggests that there is not a significant change to the

spatial gradients of temperature simulated by the models.

This is a robust result across all models. On the other

hand, interpretation of MARGO results (Kucera et al.

2005b) find that some of the spatial patterns in the

observed tropical LGM cooling estimates are consistent

across different cores and proxy types and may reflect

changes in ocean circulation.

To better compare the model output to the proxies,

the simulated temperatures are sampled and plotted at

the same locations as the MARGO estimates from

assemblages of planktonic foramininfera (Figs. 1, 4 and

5). This provides a first-order comparison of the pre-

dicted versus observed SST changes over the three

ocean basins; better estimates of the regional cooling

would need to consider the spatial sampling and proxy

uncertainties. The PMIP2 models simulate LGM cooling

of tropical SSTs with little intrabasin variations in

cooling across the tropical oceans. This contrasts with

the proxy data, which indicates much greater cooling (in

excess of 4�C at many cores) in the eastern half of the

tropical Atlantic and very little cooling in the central

Pacific region between the 180� and 120�W longitude,

intrabasin differences that are considered robust (Kucera

et al. 2005b). The proxy data has greater LGM cooling

in the eastern Pacific at three sites but absent these

estimates, the cooling in the eastern Pacific cold tongue

and western Pacific warm pool are similar (Fig. 4).

Although one model simulation might agree better than

the other model simulations in a specific tropical ocean

region, this agreement is fortuitous, being the result of

greater or lesser overall sensitivity to the forcing, rather

than correctly simulating the varying longitudinal and

seasonal contributions of radiative and dynamic factors

to cooling of the tropical oceans (see next sections).

4.4 Sensitivity of tropical ocean cooling with depth

The LGM cooling estimated from the MARGO reconstruc-

tion of SST from assemblages of planktonic foraminifera

shows that the eastern half of the tropical Atlantic basin is at

least 2�C cooler than the western half. One explanation for

the failure of the models to simulate the regional LGM

Table 3 Annual mean changes of sea surface temperature (SST),

LGM minus PI, as simulated by the PMIP2 models and estimated

from the MARGO data

DSST LGM DSST LGM DSST LGM DSST LGM

15�S–15�N 15�S–15�N 15�S–15�N 15�S–15�N

All basins Indiana Pacificb Atlanticc

MARGO data -1.7 ± 1 -1.4 ± 0.7 -1.2 ± 1.1 -2.9 ± 1.3

ECBilt-CLIO -1.0 -1.1 -0.8 -1.5

CCSM -1.7 -1.8 -1.6 -1.8

FGOALS -2.2 -1.9 -2.3 -2.4

HadCM -2.0 -2.2 -1.7 -2.0

IPSL -2.3 -2.2 -2.2 -2.3

MIROC -2.4 -2.5 -2.2 -2.6

The MARGO values are regional mean anomalies based on block-

averaged data with reliability weighting. Error estimates are total

error, with this error assessment including calibration errors, samples

per core, and age model quality. Details of the MARGO calculations

can be found in MARGO Project Members (2009). Units are �C
a 20�E–150�E
b 150�E–70�W
c 70�W–20�E
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surface cooling patterns evident in the proxy data is that

models have known regional biases in the simulations of

equatorial (5�S–5�N) upper ocean temperature structure in

PI simulations (Fig. 6). These biases are related to defi-

ciencies that are evident in all the PMIP2 climate models and

remain in the LGM simulations.

Fig. 4 LGM sea surface

temperature change as

simulated by the PMIP2 models

at locations of proxy estimates

based on the foraminifera

transfer functions (MARGO

Project Members 2009)
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In the equatorial Atlantic Ocean, the control PI simu-

lations from all the models show large warm biases in

surface and upper ocean temperatures in the eastern por-

tions that manifests as flatter or deeper than observed

thermoclines. Upper ocean warm biases are also evident

near the eastern boundary of the tropical Pacific basin in

the PMIP2 model PI simulations. Results from detailed

analyses of CCSM have attributed these biases to resolu-

tion and physics. Deser et al. (2006) suggest that the lack of

a cold tongue in the Atlantic basin in the CCSM3 is

Fig. 5 Tropical (15�S–15�N)

SST anomaly, LGM minus PI,

simulated by the PMIP2 models

(square boxes) at the locations

of proxy estimates based on the

foraminifera transfer functions

as compared to the proxy

estimates (plus), (MARGO

Project Members 2009). Site

V21-30 in eastern Pacific with

LGM cooling estimate of

-10.6�C is not plotted
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Fig. 6 Equatorial (5�N–5�S)

ocean temperatures (�C) in top

200 m of the ocean. Top two

panels show the observed

present-day (Levitus et al. 1998)

and PMIP2 preindustrial multi-

model mean. Middle panels

show the simulated

temperatures from the PMIP2

preindustrial simulations of the

individual models. Bottom two

panels show the multi-model

mean LGM temperature and

temperature change, LGM

minus PI
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associated with poorly simulated air-sea interaction feed-

backs related to the summer monsoon. The flatter

equatorial Atlantic thermocline is associated with weaker

surface winds than observed. Large and Danabasoglu

(2006) suggest that the eastern Pacific bias is related to

both an underestimation of stratocumulus cloud cover in

these nearshore regions and upwelling favorable surface

wind stresses that are too weak.

One interpretation for the pronounced LGM cooling in

the eastern tropical Atlantic found in the proxy records is

that not only was the intensity of the upwelling stronger at

LGM but also the temperature of the upwelled water much

colder (Niebler et al. 2003). As shown, the ocean temper-

ature biases suggest large deficiencies in the simulated

eastern boundary currents and upwelling in this region

(Fig. 6). It is difficult to achieve the correct dynamical

response to LGM forcing given that the correct dynamical

response is not achieved for present-day forcing. The

multi-model mean equatorial ocean temperatures have

cooling in excess of 2�C at LGM below the thermocline in

the eastern basins, which suggests a large scale response at

LGM of much colder mid latitude water penetrating to the

equator, but the colder water is not being upwelled to the

surface.

4.5 Sensitivity of tropical ocean cooling to season

Part of the model-proxy data disagreement at LGM may

also be related to interpretation of the proxy data as rep-

resenting an annual mean. The Levitus data for present

shows large seasonal cycles of tropical SSTs in the eastern

Pacific and Atlantic Oceans (Fig. 7). In the tropical eastern

Pacific, the PMIP2 PI multi-model mean has coolest SSTs

in July–October and warmest SSTs in April–May, in

agreement with the observed seasonal cycle. The simulated

seasonal minimum of SST, though, is found too far west, at

about 110�W in the PMIP2 multi-model mean, while the

Levitus data locates this seasonal minimum close to the

coast of South America. The WPWP, which shows little

seasonal variation, and the Indian Ocean seasonal cycle of

Fig. 7 Top four panels show the seasonal cycle equatorial (5�N–5�S)

SST (�C) for observed present-day (Levitus et al. 1998), PMIP2

multi-model mean for PI, PMIP2 multi-mean for LGM, and PMIP2

multi-model mean anomaly LGM minus PI. Bottom three panels

show the JFM versus JAS SST anomaly, LGM minus PI, in the

Indian, Pacific, and Atlantic equatorial oceans, comparing the PMIP2

model simulations (square boxes) to proxy estimates based on

foraminifera transfer functions (plus), (MARGO Project Members

2009). Subregions are defined as W. Pac (150�E–150�W), E. Pac.

(150�W–70�W), W. Atl. (70�W–25�W), and E. Atl. (25�W–30�E)
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SSTs are well-simulated in the PMIP2 multi-model mean.

The poor simulation of the tropical Atlantic thermocline

structure (Fig. 6) results in a similarly poor simulation of

the seasonal cycle of SSTs in this basin.

These seasonal cycle features remain in the PMIP2

LGM simulations with relatively little seasonal change in

the magnitude of cooling. The largest seasonal cycle of

LGM SSTs occurs in the eastern Pacific, the region of the

largest seasonal cycle also at PI in the models (Fig. 7).

Coldest SSTs occur in the eastern tropical Pacific with

LGM SST less than 21�C in July–August. Minimum SSTs

in the western tropical Indian Ocean also occur in northern

late summer-early fall. The western and central Pacific

show little seasonal cycle of SSTs at LGM, similar also to

what is observed at modern. The Atlantic basin at LGM

shows the largest seasonal cycle of SST in the western

portion similar to PI.

The simulated magnitudes of northern winter (JFM) and

northern summer (JAS) cooling are similar, as indicated by

the individual model estimates all falling on the one-to-one

line (Fig. 7 bottom). This agrees well with the MARGO

SST cooling estimates from assemblages of planktonic

foramininfera for the Indian and Pacific Oceans, which also

scatter about the one-to-one line suggesting little summer

versus winter differences in SST cooling in these ocean

basins. The data, though, indicates a tendency for greater

cooling in northern summer than northern winter (all

locations above the one-to-one line) in the tropical Atlantic

which none of the PMIP2 LGM simulations capture.

5 Tropical ocean cooling as a measure of climate

sensitivity

Global coupled climate models run for future scenarios of

increasing atmospheric CO2 give a range of response of the

global average surface temperature. The IPCC AR4

assessment gives the global mean surface temperature

change for a doubling of atmospheric CO2, broadly termed

the equilibrium climate sensitivity, as likely in the range of

2–4.5�C (Meehl et al. 2007).

It has been debated whether the global climate sensi-

tivity is equivalent for cold and warm climates (Manabe

et al. 1991; Hansen et al. 1997). A global climate sensi-

tivity for cold glacial conditions can be estimated from the

difference between PMIP2 simulations of LGM and PI,

assuming both to be steady states, from Q = aDT, where Q

is the radiative forcing, DT the global average surface air

temperature change, and 1/a the climate sensitivity

parameter, related to equilibrium climate sensitivity

according to DT2x=Q2x/a. Both Q and DT for LGM are

subject to uncertainty, but the advantage is that their

changes for the LGM are large.

The total LGM radiative forcing Q is estimated to be

from -4.2 to -6.7 W m-2, primarily associated with the

large changes in the greenhouse gases and ice sheets

included in the PMIP2 simulations (Table 4). The green-

house gas contribution to the LGM radiative forcing of

-2.8 ± 0.5 W m-2 is calculated using the IPCC 2001

equations (Ramaswamy et al. 2001; Otto-Bliesner et al.

2006a; Jansen et al. 2007) including uncertainties in these

calculations, and uncertainty estimates for the measure-

ments of the greenhouse gas in the ice cores. The majority

of this forcing results from the LGM forcing of

-2.2 W m-2 associated with reduced atmospheric CO2.

The ice sheet (and increased land with associated

sea level lowering) contributions to the radiative forcing

vary considerably among the models, ranging from -1.5

to -4.0 W m-2 (Crucifix 2006; Crucifix pers. comm.).

Taylor et al. (2007) attribute model differences in LGM ice

sheet forcing to primarily model differences in the surface

albedo formulations and cloud masking effects. The radi-

ative forcing contribution by solar insolation change is

small, ?0.1 W m-2.

The PMIP2 models give a range of DT for LGM of 3.1–

5.1�C (Table 4). The PMIP2 LGM simulations thus give

Table 4 Climate sensitivity terms as estimated from PMIP2 LGM simulations and doubled CO2 simulations

DTS (�C)

LGM - PI

Global

Q (W/m2)

Ice sheet ?

sea level

LGM

Q (W/m2)

Total

LGM

1/a
(�C per W/m2)

LGM

DTS (�C)

2 9 CO2

Global

LGM estimate

DTS (�C)

2 9 CO2

Global

Slab ocean

DTS (�C)

2 9 CO2

Global

Transient 1%

ECBilt-CLIO -3.1 -1.8 -4.5 0.69 2.6 – 1.7

CCSM -4.5 -2.7 -5.4 0.83 3.1 2.5 1.5

FGOALS -5.1 -3.5 -6.2 0.82 3.0 – 1.2

HadCM -5.1 -4.0 -6.7 0.76 2.8 3.3 2.0

IPSL -3.3 -1.5 -4.2 0.78 2.9 4.4 2.1

MIROC -3.7 -2.3 -5.0 0.74 2.7 4.0 2.1

The LGM radiative forcing (Q) associated with changed atmospheric concentrations in the greenhouse gases, as prescribed by the PMIP2

protocol, is -2.8 W m-2 and associated with changed orbital configuration is ?0.1 W m-2. See text for more detail

B. L. Otto-Bliesner et al.: A comparison of PMIP2 model simulations and the MARGO proxy reconstruction 811

123



estimates for 1/a of 0.69–0.83�C per W m-2 and a climate

sensitivity for doubling of atmospheric CO2 of 2.6–3.1�C.

This range is similar but narrower than the range of equi-

librium climate sensitivity estimated for a doubling of CO2

of 2.5–4.4�C, obtained by the same models when estimated

using slab ocean models (Table 4). Three models suggest

greater sensitivity and one model less sensitivity to radia-

tive forcings in their LGM simulations as compared to their

doubled CO2 simulations.

This estimate of climate sensitivity is based entirely on

PMIP2 climate model results. There is no estimate from

proxy data of global mean temperature change at LGM. It

has been suggested that cooling in the tropics at LGM

estimated from proxy data might be used to constrain cli-

mate sensitivity to atmospheric CO2 concentrations (Lea

2004). In addition, it has been proposed that a comparison

of proxy records to climate model simulations may be able

to rule out those models that do not fit the proxy range for

LGM and thus give too high or too low warming for future

scenarios. This method has been shown to be useful for a

single model where an ensemble of perturbed-parameter

simulations with varying sensitivities to doubled CO2 can

be constrained using parallel perturbed-parameter simula-

tions for the LGM in conjunction with proxy estimates for

the LGM (Annan et al. 2005; Schneider von Deimling et al.

2006; Hargreaves et al. 2007).

The question then is whether the same constraints are

possible using simulations from many independent climate

models. Table 4 gives the warming of global temperature

for the PMIP2 models for a doubling of CO2 in their slab

ocean simulations, the standard method for computing

climate sensitivity, as well as transient 1% CO2 increase

simulations available for the fully coupled atmosphere-

ocean simulations. There is a slight tendency among the

PMIP2 models for larger cooling of the tropical SSTs at

LGM between 15�S–15�N, for the entire basin and indi-

vidual ocean basins, in those models that predict greater

global warming for a doubling of atmosphere CO2. In those

tropical ocean regions where radiative influences strongly

affect sea surface temperatures, e.g. the western Pacific and

Indian Oceans, LGM cooling of SSTs shows better

agreement with the MARGO foraminifera transfer function

estimates in those models that exhibit an equilibrium cli-

mate sensitivity for doubled CO2 of 2.5�C (CCSM) and

3.3�C (HadCM) than those models with greater sensitivi-

ties (4�C IPSL and 4.4�C MIROC) (Fig. 5 and Table 4).

6 Discussion and conclusions

The IPCC Third Assessment Report (TAR) included an

evaluation of the PMIP atmosphere-only and atmosphere-

slab ocean simulations of tropical SST cooling at LGM as

compared to proxy indicators. The PMIP simulations using

atmosphere-only models and CLIMAP sea surface tem-

peratures (SSTs) gave a tropical ocean cooling (prescribed)

of 0.8�C (McAvaney et al. 2001). The inclusion of a

thermodynamic slab ocean model increased the range of

cooling of the tropical oceans of 0.8–3.4�C.

The PMIP2 models give a range of tropical (15�S–15�N)

SST annual-average cooling of 1.0–2.4�C, comparable to

the MARGO estimate of annual cooling of 1.7 ± 1�C

(MARGO Project Members 2009). The models simulate

greater SST cooling in the tropical Atlantic than tropical

Pacific, but interbasin and intrabasin variations of cooling

are much smaller than those found in the MARGO

reconstruction (Rosell-Mele et al. 2004; Barker et al. 2005;

Barrows and Juggins 2005; Chen et al. 2005; Kucera et al.

2005b). None of the models reproduce the strong cooling

([6�C) found at some sites. The simulated tropical coo-

lings are relatively insensitive to season, a feature also

present in the MARGO reconstruction of LGM SST from

assemblages of planktonic foraminifera for the Indian and

Pacific Oceans. The data does indicate seasonality in

cooling in the equatorial Atlantic, with greater cooling in

northern summer than northern winter (Niebler et al. 2003),

not captured by the model simulations.

Model deficiencies that produce biases in the simula-

tions of the tropical upwelling and thermocline at PI remain

for the LGM and are partly responsible for the more

homogeneous spatial and temporal LGM cooling simulated

by the models. The PMIP2 models simulate colder ocean

temperature changes below the thermocline in these

upwelling regions but these colder waters are not upwelled

to the surface. Models of resolution used in this study do

not adequately resolve coastal upwelling dynamics, par-

ticularly in the tropical Atlantic, and this might explain

some of the underestimation by the models of pronounced

cooling found in records in eastern parts of the tropical

basins. Additionally, different proxies could be preferen-

tially recording interannual variation of warm or cold

environments (Mix 2006).

A number of mechanisms and feedbacks in the ocean

have been proposed for determining the tropical cooling at

LGM, and their relative importance vary from model to

model. Previous modeling studies produce conflicting

conclusions on the role of ocean heat transport with tropical

cooling independent of this transport (Webb et al. 1997),

resulting from increased transport to the Northern Hemi-

sphere (Ganopolski et al. 1998), and resulting from

increased transport to the Southern Hemisphere (Weaver

et al. 1998). A detailed comparison of three PMIP2 LGM

simulations found that the northward ocean heat transport at

low latitudes of the Atlantic increased in all three models,

but the reasons for this increase differed (Murakami et al.

2008). In two of the models (CCSM and HadCM), the
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temperature contrast between the upper and lower limbs of

the Atlantic MOC is responsible, while in the other model

(MIROC), the velocity changes are important.

Analyses of coupled and slab ocean simulations indi-

cates that ocean dynamics are important for realizing the

entire cooling of tropical SSTs. During the first few dec-

ades in the spinup of a coupled atmosphere-ocean

simulation for LGM, Liu et al. (2002) found that the sur-

face tropical ocean cooled due to the lower glacial CO2

levels. This initial tropical cooling only accounted for

about half of the final cooling, with the rest associated with

the upper ocean circulation, particularly the ventilation of

the thermocline and intermediate waters from the South

Pacific. Similarly, when in CCSM the dynamical ocean

model is replaced with a slab ocean model, LGM tropical

SST cooling is reduced to -0.9�C, or only about 50% of

the cooling indicated in the coupled simulation (Otto-

Bliesner et al. 2006a).

Changes in the atmospheric circulation at LGM have

also been shown to be important for regional cooling of the

tropical oceans. In HadCM3 (Hewitt et al. 2003), cooler

LGM SSTs in eastern Pacific were due to stronger easterly

component of the trade wind flow and upwelling in this

region associated the ridge of high pressure over the Lau-

rentide ice sheet which extends southward over Central

America. Seager et al. (2000) found, using a simple box

model, that the interaction of increased wind speeds and

increased low cloud cover in the tropics could provide an

additional 2�C cooling of tropical SSTs. Processes and

feedbacks within each of the PMIP2 models vary and thus

preclude attributing their differences in the cooling of the

tropical oceans at LGM to any one mechanism.

The PMIP2 model results, with the LGM forcings of

large continental ice sheets and reduced greenhouse gas

concentrations, indicate an equilibrium climate sensitivity

of 2.6�–3.1�, which is similar to (though surprisingly nar-

rower than) the range of climate sensitivity estimated for a

doubling of CO2, obtained by the same models when

estimated using slab ocean models. Some models suggest

greater sensitivity and others less sensitivity to radiative

forcings in their LGM simulations as compared to their

doubled CO2 simulations, giving no clear conclusion on

whether the climate sensitivity for cold climates is differ-

ent, or not, from that of warm climates. The agreement of

the average tropical SST cooling predicted by the PMIP2

models and estimated from the MARGO data does suggest

that the much higher LGM sensitivities found in some pre-

PMIP2 coupled simulations should be ruled out.

An underestimation of the tropical ocean cooling at

LGM in these simulations might be expected given the

omission of forcings associated with changes in dust and

other aerosols in the PMIP2 experimental design. Increased

atmospheric aerosols (dust primarily) at LGM have been

estimated to result in a radiative forcing of at least -

1 Wm-2 (Claquin et al. 2003), though with large uncer-

tainties due to the difficulty in estimating this term even for

present. Schneider von Deimling et al. (2006) used model

simulations with CLIMBER-2 to estimate that dust would

cool tropical SSTs an additional 0.4�–0.9�C in a model

with climate sensitivity of 1.5�–4.5�C. Dust loadings in the

tropics are not spatially uniform (Mahowald et al. 2006).

Increases in atmospheric dust loading over the equatorial

oceans at LGM might be important for explaining some of

the regional cooling indicated by the MARGO

reconstruction.

Our understanding can be further improved using an

integrated approach of proxy data and climate models to

reconstruct climate change and sensitivity (Trenberth and

Otto-Bliesner 2003; Rosenthal and Broccoli 2004). LGM

simulations with AOGCMs are an important test of models

when combined with syntheses of data reconstructions for

LGM. Data reconstructions need to further explore the

depth, seasonal, and possibly interannual variations of the

proxies being used to estimate past state of the oceans and

land surface and calibration uncertainties associated with

each proxy. Those proxy signals which identify robust

regional changes as compared to more local changes

should be combined with model syntheses to understand

changes in phenomena such as El Niño-Southern Oscilla-

tion and its remote teleconnections.
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