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ABSTRACT

The Weather Research and Forecasting (WRF) model–based variational data assimilation system (WRF-
Var) has been extended from three- to four-dimensional variational data assimilation (WRF 4D-Var) to
meet the increasing demand for improving initial model states in multiscale numerical simulations and
forecasts. The initial goals of this development include operational applications and support to the research
community. The formulation of WRF 4D-Var is described in this paper. WRF 4D-Var uses the WRF model
as a constraint to impose a dynamic balance on the assimilation. It is shown to implicitly evolve the
background error covariance and to produce the flow-dependent nature of the analysis increments. Pre-
liminary results from real-data 4D-Var experiments in a quasi-operational setting are presented and the
potential of WRF 4D-Var in research and operational applications are demonstrated. A wider distribution
of the system to the research community will further develop its capabilities and to encourage testing under
different weather conditions and model configurations.

1. Introduction

The four-dimensional variational data assimilation
(4D-Var) technique (Le Dimet and Talagrand 1986;
Lewis and Derber 1985) has been pursued actively by
the research community and operational centers over
the past two decades. Several 4D-Var research systems
have been developed, including 1) one based on the
fifth-generation Pennsylvania State University–
National Center for Atmospheric Research (PSU–
NCAR) Mesoscale Model (MM5; Zou et al. 1995, 1997;
Ruggiero et al. 2006), 2) one based on the National
Centers for Environmental Prediction (NCEP) Eta
Model (Zupanski 1993), 3) the 4D-Var-based Regional
Atmospheric Modeling System (RAMS) data assimila-
tion system (RAMDAS; Zupanski et al. 2005), and 4)
the variational Doppler Radar assimilation system
(VDRAS) for convective-scale assimilation of radar
data (Sun and Crook 1997).

The first successful operational 4D-Var system was
implemented at the European Centre for Medium-
Range Weather Forecasts (ECMWF) using an incre-
mental formulation (Courtier et al. 1994; Rabier et al.
1997). The results demonstrate a significant positive im-
pact on operational forecasts compared to its 3D-Var
system (Rabier et al. 2000). Following ECMWF, sev-
eral operational centers implemented 4D-Var in their
operational applications, including Météo-France
(Gauthier and Thépaut 2001), the Met Office (Lorenc
and Rawlins 2005; Rawlins et al. 2007), the Japan Me-
teorological Agency (Honda et al. 2005), and Environ-
ment Canada (Gauthier et al. 2007). Other operational
centers are also preparing 4D-Var as their data assim-
ilation package, including the High-Resolution Lim-
ited-Area Model (HIRLAM; Huang et al. 2002) and the
Naval Research Laboratory Atmospheric Variational
Data Assimilation System (NAVDAS-AR; Xu et al.
2005).

The 4D-Var technique has a number of advantages
over 3D-Var schemes including:

1) The ability to use observations at the time of their
measurement or in predetermined time bins (see the
discussion in the next section) which suits most asyn-
optic data.
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2) Implicit defination of flow-dependent forecast error
covariances, of vital importance in the optimal use
of observations in fast-developing weather systems.

3) The ability to use a forecast model as a constraint
enhancing the dynamic balance of the final analysis.

Given these advantages of 4D-Var and its demon-
strated effectiveness in worldwide operations, the in-
clusion of 4D-Var capability within the Weather Re-
search and Forecasting (WRF) model (Skamarock et
al. 2005) should lead to improved WRF model initial-
ization.

This paper documents the formulation and prelimi-
nary results of the 4D-Var capability developed as an
extension to the current 3D-Var data assimilation sys-
tem (Barker et al. 2004a,b). The 4D-Var component of
the expanded 3/4D-Var system (known as WRF-Var,
hereafter referred to as WRF 4D-Var; Barker et al.
2005) has undergone extensive development since 2004.
The initial prototype (completed in 2005) has been con-
tinuously refined. It uses the Advanced Research WRF
(ARW; Skamarock et al. 2005) dynamical core and 3D-
Var as its basic components (Huang et al. 2005). The
WRF tangent linear and adjoint models are based on a
simplified WRF model. They have been successfully
applied in adjoint sensitivity studies of an Antarctic se-
vere windstorm (Xiao et al. 2008). Initial standard as-
similation (i.e., linear, adjoint, and single observation)
tests have been carried out to validate the 4D-Var for-
mulation. A series of real-data experiments have also
been conducted to assess the performance of 4D-Var
(Huang et al. 2006).

The rest of this paper is laid out as follows. In section
2, the incremental 4D-Var approach used for WRF 4D-
Var is summarized. Section 3 presents results from stan-
dard single observation test experiments to illustrate
the flow-dependent nature of 4D-Var analysis incre-
ments. Preliminary results from real-data experiments
are presented in section 4. Finally, conclusions and
plans for future work are described in section 5.

2. The WRF 4D-Var algorithm

The WRF 4D-Var algorithm takes the incremental
4D-Var formulation that is commonly used in opera-
tional systems (Courtier et al. 1994; Veersé and Thé-
paut 1998; Lorenc 2003). The incremental approach is
designed to find the analysis increment that minimizes
a cost function defined as a function of the analysis
increment instead of the analysis itself. In the incre-
mental 4D-Var, the tangent linear and adjoint models
usually derived from a simplified forward model are
used in the inner-loop minimization, while the evolu-
tion of the background is predicted with the full for-
ward model. The current WRF 4D-Var system makes

use of the following components of the previously de-
veloped WRF-Var system (Barker et al. 2005): 1) ob-
servation operators, 2) quality control, 3) the back-
ground error covariance model, 4) a minimization in-
ner-loop using simplified WRF tangent linear and
adjoint models and assuming Gaussian error covari-
ances, and 5) an iterative outer loop using the nonlinear
WRF model to update the basic trajectory state to ac-
count for the effect of nonlinearities in the assimilation
algorithm.

Mathematically WRF 4D-Var minimizes a cost func-
tion J:

J � Jb � Jo � Jc , �1�

which includes quadratic measure of distance to the
background, observation, and balanced solution. The
background cost function term Jb is

Jb �
1
2

�xn � xb�TB�1�xn � xb�

�
1
2

��xn � xn�1� � �xn�1 � xb��TB�1��xn � xn�1�

� �xn�1 � xb��

�
1
2 ��xn � xn�1� � �

i�1

n�1

�x i � x i�1��T

B�1��xn

� xn�1� � �
i�1

n�1

�x i � x i�1��, �2�

where superscripts �1 and T denote inverse and adjoint
of a matrix or a linear operator. Here B is the back-
ground error covariance matrix, which is typically cli-
matological estimates, but it may also be derived from
prior or ensemble-based flow-dependent estimates or,
with slightly different formulation, combination of both
climatological and ensemble estimates (e.g., Buehner
2005). In this study, the climatological estimate of B is
used. The background xb is usually a short-range forecast
from a previous analysis. In a slight abuse of notation,
the analysis vector x i denotes an intermittent analysis
after the ith outer loop. The outer loop index i varies
from 1 to n, where n is the desired total number of outer
loop. The final analysis of WRF 4D-Var after the last
(nth) outer loop is denoted as xn or equivalently xa.

The inner-loop minimization starts from a guess vec-
tor, xn�1 (the analysis vector from the last second outer
loop). For the first outer loop, xb is normally taken as
the guess vector, x0. It should be stressed that the back-
ground vector and the guess vector should not be mixed
in the incremental formulation. They are the same only
during the first outer loop.

300 M O N T H L Y W E A T H E R R E V I E W VOLUME 137



The observation cost function term represents the
quadratic measure of distance between the analysis xn,
through the forecast model Mk and the observation op-
erator Hk, and the observations yk:

Jo �
1
2 �

k�1

K

	Hk�Mk�xn�� � yk
TR�1	Hk�Mk�xn�� � yk


�
1
2 �

k�1

K

	Hk�Mk�xn�1�� � HkMk�xn � xn�1� � yk
T

� R�1	Hk�Mk�xn�1�� � HkMk�xn � xn�1� � yk


�
1
2 �
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K

�HkMk�xn � xn�1� � dk�TR�1

� �HkMk�xn � xn�1� � dk�. �3�

Here a linear approximation is made. The whole assim-
ilation time window is split into K observation win-
dows. Here Hk and Hk are the nonlinear and tangent
linear observation operators, respectively, over obser-
vation window k (k � 1, K) transforming atmospheric
variables from the gridded analysis space to the obser-
vation space. Here Mk and Mk are the nonlinear and
tangent linear models, respectively, propagating the
guess vector xn�1 and analysis increments xn � xn�1

from the first to the kth observation time window. Here
dk is the innovation vector for observation window k:

dk � yk � Hk�Mk�xn�1��. �4�

Finally, R is the observation error covariance matrix.
The balancing cost function term measures the qua-

dratic distance between the analysis and a balanced
state. As an initial application, a digital filter is included
in WRF 4D-Var to remove the high-frequency waves in
the analysis. The digital filter in Jc formulation imple-
mented in WRF 4D-Var is similar to the forms in
Gustafsson (1992), Gauthier and Thépaut (2001), and
Wee and Kuo (2004):
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where fi is the coefficient for the digital filter (Lynch
and Huang 1992; Gauthier and Thépaut 2001); gi is the
modified coefficient, where gi � �fi for i  N/2 and
gN/2 � 1 � fN/2. Also, N is the total integration steps
over the assimilation window, �df is the weight assigned
to Jc term, and C is a diagonal matrix containing vari-
ances of wind, temperature, and dry surface pressure
with values of (3 m s�1)2, (1 K)2, and (10 hPa)2, respec-
tively.

To reduce the condition number and to accelerate
the minimization algorithm, the preconditioning of the
background cost function is implemented by a control
variable transform:

vn � U�1�xn � xn�1�, �6�

where U is defined as B � UUT (Barker et al. 2005).
The cost function gradient J � with respect to the control
variable vn is
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Here HT
k is the adjoint observation operator over ob-

servation window k; MT
k is the adjoint model, which

propagates the analysis residuals, {.} in Eq. (7), and the
digital filter forcing, (.) in Eq. (7), backward in time
from the time as indicated by the indices, i or k, to 0.
Note that a 3D-Var solution can be obtained by setting
K � 1 and removing model-related components. The
detailed descriptions of the WRF 4D-Var data flow and
program structure can be found in the appendix.

Figure 1 shows a typical example of the cost functions
(Jo, Jb, and Jc) and the gradient norm evolving as func-
tions of minimization simulations (iterations). The case
is Typhoon Haitang (2005) at 0000 UTC 16 July 2005,
and the 4DVAR experiment includes all conventional
observations (see section 4 for details). For this particu-
lar case, WRF 4D-Var reaches the minimum, defined as
the gradient norm reduces to 1% of its original value, in
22 iterations. After the minimization converges, the
cost function reduces to about half of its original value.
The experiments for other cases, such as severe con-
vective storms and hurricanes in the Atlantic Ocean,
typically show convergence in less than 100 iterations.

To give readers an idea about the computational
cost, the detailed running time on NCAR’s IBM super-
computer blueice is listed here. The 22-iteration
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4D-Var analysis takes about 1.5-h wall clock time and
5-GB memory on 64 power5� processors. Within one
iteration, the nonlinear, adjoint and tangent linear
models take about 35, 105, and 37 s, respectively. Note
that there are 1–2 disk I/O (reading or writing netcdf
files) in every time step for each model. Future devel-
opment will eliminate disk I/O to further reduce the
running time.

3. WRF 4D-Var structure functions

Analysis increments due to a single observation pro-
duced by a data assimilation system implicitly provide
the effective background error covariance matrix B, of-
ten referred to as structure functions (Thépaut et al.
1996). The idea behind the single observation test in
3D-Var is that the analysis increment xa � xb is pro-
portional to the background error covariance by assum-
ing an observation of a single model variable:

xa � xb � Bi��b
2 � �o

2��1�yi � xi�, �8�

where yi is the single observation at the ith grid point,
xi is its corresponding equivalence calculated from the
background, and �o and �b are the observation and
background errors, respectively. Here B is the back-
ground error covariance and Bi is the ith column. In
WRF 4D-Var, the tangent linear model M and its ad-
joint MT are directly involved in the analysis procedure.
The 4D-Var solution for assimilation of the single ob-
servation yi becomes

M�xa � xb� � �MBMT�i��b
2 � �o

2��1�yi � xi�. �9�

The spread of information around the single observa-
tion depends on not only the background error covari-
ance matrix, but also the tangent linear and adjoint
model integration. In other words, the model plays a
role in propagating the observed information in the 4D-
Var analysis. A single observation test can clearly show
that structure.

After the WRF 4D-Var system was developed, we
carried out many single observation experiments to
compare the implicit structure functions of WRF-Var in
3D-Var and 4D-Var modes. An example of these ex-
periments shown in this section is a severe winter storm
case that occurred at 0000 UTC 25 January 2000
(Zupanski et al. 2002; Jang et al. 2003). We used a 6-h
forecast valid at 0000 UTC 25 January 2000 as the back-
ground for both 3D-Var and 4D-Var. A single tempera-
ture observation at 0600 UTC is placed at 30°N, 75°W,
500 hPa. This case is deliberately constructed with an
overly large 6-h observation/analysis time difference to
demonstrate one of the potential problems related to
3D-Var when assimilating asynoptic observations.
Typically the time differences are 3 h or less when the
first guess at appropriate time (FGAT) 3D-Var tech-
nique is used.

The 3D-Var increments (Fig. 2a) show an isotropic
structure centered at the observation location. As sug-
gested by Eq. (8), this is a graphic presentation of the
background error covariance matrix, B, or 3D-Var
structure function. The increments are added to the
background at the analysis time to produce the 3D-Var
analysis. Two forecasts using WRF are then made: one
initialized from the background and the other from the
analysis. The differences between the two forecasts are
shown in Fig. 2. In this particular case, when the obser-
vation and analysis times are 6 h apart the changes
made by the 3D-Var assimilation of observation pro-
duce little impact on the model fields at the time and
location of the observation.

The 4D-Var increments have a temporal dimension
as shown in Fig. 3. The increments at 6 h (Fig. 3g) give
a graphic representation of the background error co-

FIG. 1. The (a) cost functions (Jb, Jo, and Jc) and (b) gradient
norm as functions of minimization simulations (iterations).
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FIG. 2. Differences of the potential tempera-
ture (thick gray contours, negative values are in
dashed contours) at 500 hPa at 0, 1, 2, 3, 4, 5,
and 6 h between two forecasts: one initialized
from the background and the other from the
3D-Var analysis. The thin black contours are
geopotential height (m) in the forecast from the
background. The bold plus sign indicates the
observation location.
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FIG. 3. Potential temperature increments
(thick gray contours, negative values are in
dashed contours) at 500 hPa in the 4D-Var time
window at 0, 1, 2, 3, 4, 5, and 6 h to a tempera-
ture observation at 500 mb at 6 h. The thin
black contours are geopotential height (m) in
the tangent linear run. The bold plus sign indi-
cates the observation location.
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variance matrix at 6 h, MBMT, or 4D-Var structure
function. In addition to providing a fit to the observa-
tion at the observation location, it has a clear flow-
dependent nature. Zhang (2005) studied the covariance
structures using short-term ensemble forecast for the
same case. Though different locations and different
variables were chosen for the calculation, similar elon-
gated flow-dependent covariance structure was ob-
tained. The increments at the analysis time (0 h; Fig. 3a)
are small with a center upstream of the observation.
The 4D-Var analysis is obtained by adding the incre-
ments at 0 h to the background. Again, the differences
between two forecasts, one initialized from the back-
ground and the other from the 4D-Var analysis are
shown in Fig. 4. The 6-h forecast from the 4D-Var
analysis has smaller errors relative to the observation.
The fact that the potential temperature increments in
Fig. 3 and the forecast differences in Fig. 4 are similar
suggests that the linear approximations in 4D-Var are
reasonable for this case. There is no dramatic degrada-
tion due to the approximation of linearity in the evo-
lution of the analysis increments. The mismatch be-
tween Figs. 3 and 4 may be related to two factors. One
is that the nonlinear model is different (new version)
from the simplified version of the nonlinear model used
to develop tangent linear and adjoint models. The other
possible reason is that the weather system is nonlinear
in nature (Zhang et al. 2002, 2003, 2007). The nonlinear
growth of the initial error may also lead to significant
differences in forecasts at 6 h.

The advantage of WRF 4D-Var analysis compared
with WRF 3D-Var is its flow-dependent structure in the
increments. 4D-Var implicitly evolves the background
covariances in time. On the contrary, 3D-Var can only
use the static covariance in the analysis, and its resulting
increments correspond exactly to the structure of the
background error covariance matrix B, which is usually
homogeneous and isentropic. The flow-dependent
structure function in 4D-Var is important in the analy-
sis of fast-evolving systems, such as convective storms,
squall lines, hurricanes, and cyclones, in which the
structural differences of the increments as shown above
will be significant even when smaller time mismatches
are used. In the following sections, we will show that
WRF 4D-Var obtains better analyses and subsequent
forecasts than WRF 3DVAR in two selected cases.

4. Real-data 4D-Var experiments

To assess the performance of 4D-Var, a series of
experiments have been conducted for severe weather
cases using real observations. The cases chosen here
include Typhoon Haitang which hit Taiwan on 18 July

2005 (Guo et al. 2006) and a strong cyclone that caused
heavy precipitation over the Korean peninsula. The
4D-Var algorithm is tested in both cold start (the first
guess for WRF-Var is 6-h ARW forecast from a global
analysis) and cycling (the first guess is the 6-h short-
range WRF forecast initialized from the previous
WRF-Var analysis) modes.

a. Cold-start assimilation

Typhoon Haitang (2005) originated from a poorly
organized depression that formed west of Marcus Is-
land on 11 July 2005. It reached tropical storm strength
quickly, and became a typhoon at 1800 UTC 12 July. It
intensified to a category 5 supertyphoon on 16 July, but
decayed to category 3 before it hit Taiwan at 0000 UTC
18 July. It weakened to a tropical storm after it took a
day to cross the island. It reorganized into a typhoon
again over the South China Sea, and made landfall for
the second time near Wenzhou China at 1200 UTC 19
July. Typhoon Haitang (2005) caused severe flash
floods and landslides in Taiwan and massive evacua-
tions in mainland China.

The designed cold-start experiments cover the period
from the time when Haitang reached its peak intensity
to the time when it dissipated over China. Five sets of
forecast experiments are performed. Each set has nine
48-h forecasts initialized at nine different analysis times
starting from 0000 UTC 16 July (denoted as 1600) to
0000 UTC 18 July (1800) with 6-h apart. Five sets of
forecasts differ by their initial conditions described as
following:

• FGS: The forecast initialized from interpolated
NCEP Global Forecast System (GFS) analysis 6 h
earlier than the analysis time. Its 6-h (3-h) forecast
serves as the background field or first guess for the
3DVAR (FGAT and 4DVAR) data assimilation ex-
periment.

• AVN: The forecast from the interpolated NCEP GFS
analysis at the 3DVAR analysis time.

• 3DVAR: The forecast from the 3D-Var analysis. The
3D-Var analysis uses FGS fields as the first guess to
assimilate observations collected from �3 to �3 h
around the analysis time. Note that the same-type
higher-than-6-h-frequency observations at the same
location (e.g., hourly surface observations) will be
thinned to one observation whose time is the closest
to the analysis time. The background error covari-
ance matrix is generated from 1-month-long forecasts
in July 2005 using the National Meteorological Cen-
ter (NMC) method (Parrish and Derber 1992). The
same background error covariance matrix is used in
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FIG. 4. As in Fig. 3, but for the difference
between the forecasts initialized from the 4D-
Var analysis and from the background.
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FGAT and 4DVAR experiments. The lateral and
lower boundary conditions along with their time ten-
dencies generated from GFS analyses are updated
using the boundary values in the 3D-Var analysis, so
that the boundary values at analysis time are identical
to the new analysis at the analysis time and the
boundary values at future times still matches previ-
ous GFS target values.

• FGAT: This forecast is an option of 3D-Var (Lee and
Barker 2005; Huang et al. 2005) analysis. In this ex-
periment, the observations in the same time window
as in 3DVAR are binned hourly. The innovations are
computed using the basic states at the corresponding
time bins, but then the innovations are treated as if
they are valid at the same analysis time as in 3DVAR.
The boundary conditions are updated in the same
manner as in 3DVAR.

• 4DVAR: The forecast from the 4D-Var analysis. The
4D-Var analysis has a 6-h time window centered at
the analysis time. The same hourly binned observa-
tions as in FGAT are assimilated. It uses 3-h FGS
forecast as the background to produce the analysis at
the beginning of the 6-h time window (i.e., �3 h). The
model is then advanced 3 h to the analysis time. The
model lateral and lower boundaries are updated simi-
larly to 3DVAR experiments except done twice: one
at �3 h and the other at the analysis time.

The same domain configuration and physical param-
eterization options are used for all forecast runs. The
model domain has 91 � 73 � 17 grid points with a
45-km horizontal spacing and 4-min time steps. The
ARW model used in the forecast employs the WRF
Single-Moment 5-class (WSM5) microphysics scheme
(Hong et al. 2004), Grell–Devenyi ensemble cumulus
scheme (Grell and Devenyi 2002), and the Yonsei Uni-
versity (YSU) boundary layer scheme.

The assimilated observations include conventional
data, satellite data, and vortex bogus data from the

Central Weather Bureau of Taiwan. Table 1 lists the
numbers of different types of observations in a 6-h time
window, from 2100 UTC 15 July to 0300 UTC 16 July.
At other analysis times, there are also GPS refractivity
(N) data and Quick Scatterometer (QuikSCAT) wind
(QS-u, QS-�) data (e.g., 207 N, 2587 QS-u, and 2596
QS-� at 0600 UTC 16 July).

The 48-h forecasts of the typhoon track, all started at
0000 UTC 16 July 2005, are plotted in Fig. 5 together
with the observed track. The sea level pressure field at
initial time in 4DVAR is also shown in the figure. The
forecast initialized from FGS is least successful for most
lead times in this case. The forecast from AVN is im-
proved because of updated initial conditions from the
NCEP 3D-Var analysis system. Other data assimilation
experiments (3DVAR, FGAT, and 4DVAR) using
FGS as the background also significantly improve the
track forecast. The 48-h-averaged track forecast error is
reduced from 125 km in FGS to about 60 km in
3DVAR and 4DVAR, and 75 km in FGAT. Even
though the model resolution of 45 km is too coarse to
resolve this supertyphoon, 4DVAR produces the stron-
gest initial vortex among all the experiments with a
minimum sea level pressure of 970 hPa. Thus, 4DVAR
leads to the best intensity forecast.

The track forecast errors in kilometers and intensity
forecast errors in hectopascals averaged over the 48-h
forecast range are plotted in Fig. 6. It is evident that
4D-Var produces superior forecasts of both track and
intensity for Typhoon Haitang over the 2-day period.
Our analysis suggests that the initial vortex in the
4DVAR experiments is stronger than other schemes.

TABLE 1. The number of different types of observations
assimilated by 4DVAR at 0000 UTC 16 Jul 2005.

Obs type u � T p q DZ

TEMP 1139 1130 1435 1153
SYNOP 668 690 644 677 637
SATOB 2668 2668
AIREP 528 528 532
PILOT 139 139
METAR 363 365 446 436
SHIP 57 57 61 61 56
SATEM 441
BUOY 79 77 5 66
BOGUS 607 607 399 40 399

FIG. 5. The 48-h forecast typhoon tracks from FGS, AVN,
3DVAR, FGAT, and 4DVAR, together with the observed best
track. Forecasts are all started from 0000 UTC 16 Jul 2005. The
initial sea level pressure field (hPa) from 4DVAR is also shown in
contours.
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Its structure is more dynamically balanced, which leads
to smaller initial adjustments. The absolute 6-h change
in the minimum sea level pressure (maximum surface
wind) averaged over all forecasts is 5.3 hPa (2.2 m s�1)
in 4DVAR in contrast to 11.1 hPa (5.5 m s�1) in
3DVAR. The remedied vortex spinup contributes to
better track and intensity forecasts. Further experi-
ments will be carried out to assess the impact of differ-
ent observation types, particularly the vortex bogus ob-
servations (Guo et al. 2006).

b. WRF 4D-Var experiments with cycling

To demonstrate that 4DVAR can be potentially use-
ful for broader weather scenarios, a different case of

heavy precipitation event that happened in Korea in a
4.5-day period from 1200 UTC 4 May to 0000 UTC 9
May 2006 was chosen. The impact of data assimilation
using 3D-Var and 4D-Var in cycling mode on the pre-
cipitation forecast is assessed. During this 4.5-day time
period, a cyclone moved eastward across the Korean
peninsula and brought heavy rainfall to Korea.

In the designed experiments, the model domain cov-
ers the same area as the 10-km resolution domain 2 of
the current Korea Meteorological Administration
(KMA) regional numerical prediction system. To re-
duce the computation cost in our cycling experiments,
we reduce the horizontal resolution to 30 km with 60 �
54 � 31 grid points. The assimilation is performed ev-
ery 6 h followed by a 24-h forecast over this 4.5-day
period. In cycling mode, the analysis uses the 6-h fore-
cast from the previous analysis as the background.

The observations used in our data assimilation ex-
periments include conventional observations and addi-
tional automatic weather station (AWS) data in South
Korea [shown as the aviation routine weather report
(METAR) in Tables 2 and 3 ]. As an example, we show
in Table 2 and 3 the numbers of different observations
at 1200 UTC 4 May 2006. The forecast model WRF
ARW has the same physics options as chosen in the
previous cold-start experiments. To evaluate the per-
formance of WRF 4D-Var, two sets of experiments are
carried out over the 4.5-day period:

• 3DVAR: 3D-Var is used to assimilate observations
collected from �3 to �3 h around the analysis time.
The procedure is similar to that described in the cold-
start experiments. But it uses the 6-h forecast from

TABLE 3. Number of observations assimilated by 4DVAR at
1200 UTC 4 May 2006.

u � T p q

TEMP 456 461 519 — 384
SYNOP 253 212 268 191 204
PILOT 185 194 — — —
METAR 2636 2402 2957 218 240
SHIP 1 1 2 2 1

FIG. 6. The 48-h averaged forecast errors of (a) track (km) and
(b) intensity (minimum sea level pressure, hPa) from FGS, AVN,
3DVAR, FGAT, and 4DVAR. The x axes are the forecast start
times (day and hour). The numbers in the legends give the mean
errors of all forecasts at different forecast times.

TABLE 2. Number of observations assimilated by 3DVAR at
1200 UTC 4 May 2006.

u � T p q

TEMP 459 464 519 — 385
SYNOP 67 59 73 71 72
PILOT 182 195 — — —
METAR 559 551 614 33 36
SHIP 1 1 2 2 1
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the previous analysis as the background except in the
very first cycle where the model states interpolated
from the 30-km Korean operational model fields are
used as the background. The lateral and lower
boundary conditions are updated in the same way as
previous 3DVAR experiment.

• 4DVAR: Similar to 3DVAR experiment except that
4D-Var is used for the analysis. The observations
used in one 4DVAR analysis are listed in Table 3.
Given an assimilation time window of 6 h, 4DVAR
can assimilate high-frequency observations in an
fixed observation network such as SYNOP or
METAR, while 3DVAR can only assimilate one of
such observations at a fixed location within the 6-h
time window. The lateral and lower boundary condi-
tions are updated in the same way as the 4DVAR
experiment in previous case. The averaged computa-

tional cost for this case on blueice is about 3-h wall
clock time for 50 iterations and 12 GB of memory on
64 processors. Within one iteration, the nonlinear,
adjoint, and tangent linear models take 43, 130, and
45 s, respectively.

The performances of 4DVAR and 3DVAR are com-
pared with special emphasis on the precipitation fore-
cast. The heavy precipitation mainly occurred on 6 May
when the cyclone was moving across Korea. Figure 7
shows the 12-h accumulated precipitation valid at 1200
UTC 6 May 2006 from the observation and 12-h fore-
casts started from 0000 UTC 6 May 2006 in 3DVAR
and 4DVAR experiments. The heaviest rainfall (110–
130 mm) occurred along the southern coast of Korea.
The maximum rainfall over that area in the 3DVAR
experiment is only about 40 mm, while 4DVAR pro-

FIG. 7. The 12-h accumulated precipitation (mm)
valid at 12 UTC 6 May 2006 from (a) the observation,
and 12-h forecasts started from 0000 UTC 6 May 2006
in (b) 3DVAR and (c) 4DVAR experiments (thin
contours in 20, 40, 60, and 80 mm with shading; values
below 20 mm are not plotted). The thick contours in
(a) are the sea level pressure (hPa) valid at 0600 UTC
6 May 2006; while the thick contours in (b) and (c)
show the 6-h forecast of sea level pressure (hPa) valid
at the same time.
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duces 80-mm precipitation. Detailed analyses show that
the differences in precipitation are primarily caused by
the displacement of the cyclone as it crosses the penin-
sula. Comparing 3DVAR to 4DVAR experiment, as
shown in Figs. 7b,c, the cyclone in 3DVAR was weaker
so that the southerly and southwesterly flow in the
southern part of the cyclone is weaker. Comparing to
the sea level pressure in GFS analysis shown in Fig. 7a,
4DVAR produces a closer analysis than 3DVAR does.
Less moisture is advected from the ocean toward the
coast in the 3DVAR experiment than in the 4DVAR
experiment. The moisture convergence and the upward
vertical motions associated with the convection over
the south coast region in 3DVAR are also significantly
weaker than the 4DVAR experiments.

The overall precipitation forecast improvement can
be indicated by comparing the precipitation threat
scores. The threat score are computed at each forecast
time at the 73 rain gauge locations in South Korea and
then averaged over the 4.5-day period. The threat score
(TS) is defined as

TS � H��H � M � F �

where H indicates a hit, event forecasted to occur and
did occur; M indicates a miss, event forecasted not to
occur but did occur; and F indicates a false alarm, event
forecasted to occur but did not occur.

The threat scores of 5-, 15-, 25-, and 50-mm precipi-
tation amounts are shown in Fig. 8. In general, the pre-
cipitation forecasts in the 4DVAR experiment over the
4.5-day period are significantly better than the 3DVAR
experiment, especially for heavy rainfall forecast. For
example, the threat score of threshold of 25 mm for the
18-h forecast increases from 0.4 to 0.45 and it jumps
from 0.05 to 0.17 for a threshold of 50 mm.

5. Conclusions

This paper is a brief overview of the 4D-Var capa-
bility built on the multi-incremental formulation of
WRF-Var. The current status of the WRF 4D-Var is a
basic system with multiple executables, single or mul-
tiple processor capability, and the use of disk I/O to
handle communication among the executables.

The structure functions of the 4D-Var are studied
using single observation experiments. The example
showed in this paper clearly demonstrates the flow-
dependent nature of the analysis increments in a 6-h
assimilation window: a small increment upstream of the
observation at the beginning of the assimilation win-
dow, the intensification of the increment in time, and
the final increment centered around the observation
location with the structure stretched along the mean
flow. The structure function and the increments in

FIG. 8. Threats scores of precipitation amount of 5, 15, 25, and 50 mm.
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single observations experiments helped us check the
code and validate the linearization assumption made in
the tangent linear and adjoint models.

Real-data experiments in both cold-start and cycling
modes have been conducted. Within the WRF-Var
framework, 4D-Var can assimilate most observation
types available to 3D-Var (radiances have yet to be
tested in 4D-Var). The 4D-Var algorithm can also as-
similate more observations than 3D-Var from high-
frequency fixed observing platforms, such as automated
weather stations (AWS) networks. The results pre-
sented here indicate that 4D-Var is working properly
and, on average, outperforms 3D-Var with similar con-
figurations. Experiments with Typhoon Haitang (2005)
using a cold-start setting during a 2-day period from
0000 UTC 16 to 0000 UTC 18 July 2005 clearly show
that 4D-Var produces better track and intensity fore-
casts than 3D-Var and other schemes. Studies of a
heavy rainfall case in Korea demonstrate that 4D-Var
running in cycling mode can improve overall precipita-
tion forecasts, especially the heavy rainfall forecasts,
compared to 3D-Var runs. These encouraging results
create bright prospects for operational applications.

Our experiments suggest that 4D-Var can assimilate
more observations, and obtain dynamically balanced
analysis with flow-dependent structures that then lead
to better subsequent forecasts than its 3D-Var counter-
part. There are also many tunable parameters in WRF-
Var; for example, the variances and scale lengths of the
background errors. Most of these parameters have
been tuned for optimizing the performance of 3D-Var.
In all the 4D-Var experiments conducted so far, none of
these parameters have been modified. It should be
expected that tuning of WRF-Var’s observation/
background error covariances should lead to further
improvements in 4D-Var accuracy and efficiency.
While we cannot draw conclusions from the limited
case studies that WRF 4D-Var is superior to 3D-Var,
the identified improvements are still encouraging. The
performance of WRF 4D-Var demands evaluations
over extended time periods. Nevertheless, the current
results demonstrate the readiness of the community
WRF 4D-Var system for data assimilation research.

The current WRF 4D-Var has a simple vertical dif-
fusion scheme and a large-scale condensation scheme,
in addition to the full WRF-ARW dynamics, in the
tangent linear and adjoint models. Inclusion of addi-
tional physics in the tangent linear and adjoint models
of WRF 4D-Var is planned in order to accommodate
the needs of mesoscale analysis; for example, a linear
microphysical parameterization model for the convec-
tive-scale assimilation of radar reflectivity observations.
Since high-impact weather prediction is receiving more

attention in recent years, further studies will be con-
ducted to assess the impact of 4D-Var on WRF fore-
casts of severe weathers, such as heavy rainfall events,
tropical cyclones, etc. Thorough evaluation of WRF
4D-Var will be reported in future papers.
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APPENDIX

WRF 4D-Var System Structure

Figure A1 depicts the data flow and program struc-
ture of WRF 4D-Var. Given the background model
state xb, the lateral boundary conditions WRFBDY
valid during the analysis time window, the background
error covariance matrix B, the observation error matrix
R, and the observations grouped into K time windows
(y1, y2, . . . , yK), WRF 4D-Var will produce the analy-
sis xn.

WRF, WRF�, VAR, and COM are the four major
components of WRF 4D-Var in terms of software struc-
ture. Each component is now described.

a. WRF

The ARW model (Skamarock et al. 2005) is referred
to as WRF_NL. The ARW solves the compressible,
nonhydrostatic Euler equations, cast in flux form and
conserving of both mass and scalar. The ARW model
has a terrain-following vertical coordinate and an Ar-
akawa C-grid staggering in the horizontal. In addition
to the wide range of physics options, the high-order
numeric schemes include a third-order Runge–Kutta
time-split integration scheme and a second- to sixth-
order advection options. These advanced features
make the ARW suitable for multiscale numerical simu-
lations and forecasts.

b. WRF�

WRF� comprises two models in one framework,
namely the WRF tangent linear model (WRF_TL) and
its adjoint (WRF_AD), which are compiled together
into a single executable. The transformation of algo-
rithms (TAF) in FORTRAN (Giering and Kaminski
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2003) was used to construct the tangent linear model
and its adjoint from a simplified version of the full non-
linear WRF model (WRF_NL), which includes the full
WRF-ARW dynamics, a large-scale condensation
scheme, and a simple PBL scheme (formulated as ver-
tical diffusion plus surface friction). Following Thépaut
and Courtier (1991) and Navon et al. (1992), the tan-
gent linear and adjoint codes were verified using the
standard gradient tests and TL/AD tests procedure.
The test results as well as some sensitivities studies us-
ing WRF_AD are reported in Xiao et al. (2008).

c. VAR

VAR contains all the components of WRF 3D-Var
(Barker et al. 2005) extended to include four-
dimensional enhancements such as the grouping of ob-
servations (i.e., splitting y into yk) and their related
calculations (replacing H, H, and HT by Hk, Hk, and HT

k)
in an observation window (k), the function calls to
WRF_NL, WRF_TL, and WRF_AD, and the grid/
variable transform operators.

d. COM

Since WRF, WRF�, and VAR are separate compo-
nents, COM manages the communications among
them. The implementation of COM is hidden from the
other three components and allows the movement of
data to be handled either through disk I/O, or through

memory for maximum efficiency. When the I/O is done
in memory instead of disk, an experiment with dimen-
sions similar to those of our current case studies can be
accelerated by up to 50%.

When the disk I/O is selected, the following files are
used for the communication (in the order of appear-
ance):

• WRFINPUT: The full model state at the beginning of
each outerloop, written out by VAR and read in by
WRF as initial model state.

• NL(1), . . . , NL(K): K model states, one for each ob-
servation window, produced by WRF and read in by
VAR before computing the innovation vector dk.

• BS(0), . . . , BS(N): N � 1 model states, one for each
time step, produced by WRF and read in by WRF� as
basic states.

• TL00: The initial model state for the tangent linear
model, written out by VAR after the U transform and
read in by WRF�.

• TL(1), . . . , TL(K): K (tangent linear) model states,
one for each observation window, produced by
WRF� during the tangent linear integration and read
in by VAR before computing the adjoint forcing
(AF) as defined below.

• TLDF: The digital filter forcing:

�
i�0

N

fiMiUvn. �A1�

FIG. A1. The data flow and program structure of WRF 4DVAR. See text for definitions of
symbols.
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As written out by WRF� at the end of the tangent
linear integration and read in by WRF� at the begin-
ning of the adjoint integration.

• AF(K), . . . , AF(1): K files containing adjoint forc-
ings for each observation window k defined as

Hk
TR

�1
	HkMkUvn � dk
. �A2�

They are written by VAR and read in by WRF�

during the adjoint integration.
• AD00: The output of WRF� after the adjoint model

integration, read in by VAR before the UT transform.

Since the WRF 4D-Var prototype was built, it has
been under continuous refinement in the recent two
years (Huang et al. 2006). The basic system has the
following features:

1) It runs as a combination of WRF (the released ver-
sion 2.2), WRF� (the WRF tangent linear model
and adjoint model), and WRF-Var (the release ver-
sion 2.1 with 4D-Var extensions) executables.

2) It uses system calls to invoke three executables.
3) It uses disk I/O to handle the communications

among WRF, WRF�, and VAR.
4) It can run on a single processor as well as multipro-

cessors.
5) It has a penalty term, Jc, constructed using the digi-

tal filters to control noise during the minimization.
6) It includes a simple vertical diffusion with surface

friction scheme to represent planetary boundary
layer processes and a large-scale condensation
scheme in the WRF tangent linear and adjoint mod-
els, as our initial addition to the full physics in
WRF�.

The parallel multiple program multiple data
(MPMD) system architecture of WRF 4D-Var has
demonstrated encouraging performance and made cy-
cling data assimilation experiments possible. In WRF
4D-Var, the running time of one time step of adjoint
model integration is typically 3 times longer than the
nonlinear model integration. Future development will
reduce the communication via disk I/O to improve the
computational efficiency.
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