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ABSTRACT

A cloud-system-resolving model is used to investigate the effects of localized heating/cooling perturbations on tropical deep convection, in the context of the aerosol “invigoration effect.” This effect supposes that a reduction of droplet collision–coalescence in polluted conditions leads to lofting of cloud water in convective updrafts and enhanced freezing, latent heating, and buoyancy. To specifically isolate and test this mechanism, heating perturbations were applied to updrafts with corresponding cooling applied in downdrafts. Ensemble simulations were run with either perturbed or unperturbed conditions and large-scale forcing from a 7.5-day period of active monsoon conditions during the 2006 Tropical Warm Pool–International Cloud Experiment. In the perturbed simulations there was an initial invigoration of convective updrafts and surface precipitation, but convection returned to its unperturbed state after about 24 h because of feedback with the larger-scale environment. This feedback led to an increase in the horizontally averaged mid-/upper-tropospheric temperature of about 1 K relative to unperturbed simulations. When perturbed conditions were applied to only part of the domain, gravity waves rapidly dispersed buoyancy anomalies in the perturbed region to the rest of the domain, allowing convective invigoration from the heating perturbations to be sustained over the entire simulation period. This was associated with a mean mesoscale circulation consisting of ascent (descent) at mid-/upper levels in the perturbed (unperturbed) region. In contrast to recent studies, it is concluded that the invigoration effect is intimately coupled with larger-scale dynamics through a two-way feedback, and in the absence of alterations in the larger-scale circulation there is limited invigoration beyond the convective adjustment time scale.

1. Introduction

Different modeling studies have indicated a wide range of the response of deep convection to aerosol loading (Tao et al. 2007, their Table 5; Tao et al. 2012, their Table 4). Nonetheless, there is agreement among several studies that invigoration occurs in polluted conditions, especially under conditions of weak vertical wind shear in the environment (e.g., Koren et al. 2005; Khain et al. 2005; van den Heever et al. 2006; Seifert and Beheng 2006; Tao et al. 2007; Rosenfeld et al. 2008, hereafter R08; Lee et al. 2008; Fan et al. 2009; Khain and Lynn 2009; Lebo and Seinfeld 2011; Ekman et al. 2011; Lee 2012; Fan et al. 2012a,b; Storer and van den Heever 2013). Many of
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many regimes—tropical convection, in particular (Emanuel 1994).

To investigate the longer-time-scale convective response to aerosol loading, Grabowski (2006, hereafter G06) and Grabowski and Morrison (2011, hereafter GM11) simulated aerosol effects in convective–radiative quasi equilibrium (CRQE), assuming a fixed sea surface temperature (SST). CRQE is arguably the simplest framework for investigating feedbacks between convection and the larger-scale environment. In contrast to previous studies on the short-time-scale response of clouds to aerosols, G06 and GM11 found almost no impact on domain-mean surface precipitation. This occurred because in CRQE, surface precipitation is constrained by radiative cooling of the atmosphere and the surface Bowen ratio (ratio of sensible and latent heat fluxes) through the bulk water and moist static energy budgets, neither of which was strongly affected by aerosols. Van den Heever et al. (2011) and Storer and van den Heever (2013) extended these studies by examining aerosol effects in CRQE using a large domain (10\(^4\) versus 100–200 km in G06 and GM11). They also found little impact on domain-mean surface precipitation. However, the large domain in their simulations allowed for larger-scale organization of deep convection into moist and dry bands. Results indicated enhanced circulations between the dry and moist bands in polluted relative to pristine conditions, with enhanced precipitation and convective mass flux within moist bands in polluted conditions, but a reduction of light precipitation associated with shallower clouds elsewhere.

Other recent studies have simulated aerosol indirect effects in deep convective regimes over large spatiotemporal scales, but with large-scale forcing from observations or analyses instead of CRQE. Lee et al. (2012) found that an initial aerosol perturbation can affect cloud and precipitation characteristics for a period of time after the perturbation is removed because of feedback with the larger-scale environment (we note that they examined precipitating shallow convection rather than deep convection). Seifert et al. (2012) showed that aerosols can have a large impact on local, instantaneous precipitation, but effects were very small when averaged over time and space. They suggested that the small impact of aerosols on average precipitation was a result of feedbacks with mesoscale dynamics that buffer these effects. Morrison and Grabowski (2011, hereafter MG11) also found small impacts on precipitation in 7.5-day simulations of active monsoon conditions during the Tropical Western Pacific–International Cloud Experiment (TWP-ICE). They noted that precipitation was strongly constrained by the observationally derived large-scale forcing. They also showed a slight weakening of convection in polluted conditions, which is in contrast with studies supporting convective invigoration. This occurred because of adjustment and feedback between convection and its larger-scale thermodynamic environment, with polluted conditions leading to thicker anvil clouds containing smaller ice crystals and consequently to increased upper-tropospheric radiative heating and stabilization.

More generally, the importance of convective feedback and adjustment in controlling the response of deep convection to perturbed conditions has been investigated by several previous studies. Tompkins and Craig (1998) found that a new quasi-equilibrium state was reached over a period of about 15 days following an SST perturbation applied in CRQE. They describe two time scales of adjustment: a longer period (approximately a few weeks) related to the balance between radiative cooling and large-scale subsidence and a shorter adjustment period (<4 days) governed by the convective mass flux. Cohen and Craig (2004) also describe rapid (~1 h) adjustment to changes in large-scale tropospheric cooling occurring through gravity wave propagation between convective cells, similar to the mechanism proposed by Bretherton and Smolarkiewicz (1989). Mapes (2004) examined the convective response of nudging to horizontally uniform heating/cooling and moistening/drying perturbations, including parameterized feedback with large-scale vertical motion, and found a near-linear response of the surface rain rate. Tulich and Mapes (2010), Kuang (2010), and Nie and Kuang (2012) studied the transient response of convection to instantaneous, short-lived (10 min), or time-invariant horizontally uniform static energy and moisture sources. These studies also showed a generally linear response, although it can also be highly stochastic (Tulich and Mapes 2010) and vary between different large-scale forcing regimes (Kuang 2010).

Despite the relevance of these studies to the response of deep convection from aerosol perturbations, there has been little study of aerosol indirect effects in the context of convective adjustment. To address this gap, we examine in detail convective adjustment that occurs from applying localized heating perturbations that represent the response to an increase in aerosol loading following the “convective invigoration” mechanism of R08 and others (we will refer to the convective invigoration effect of aerosols as that which is specifically associated with latent heating changes in updrafts and downdrafts). Our broad goal is to bridge previous studies showing significant aerosol effects on deep convection over short time scales with studies showing much smaller impacts over longer time scales. Herein, we examine convective adjustment to perturbed conditions in 7.5-day simulations of TWP-ICE using a model setup.
similar to MG11. However, in contrast to MG11 we apply idealized heating perturbations to isolate the convective invigoration effect of aerosols associated with increased latent heating in convective updrafts in polluted conditions. Time-evolving large-scale forcing derived from observations (Xie et al. 2010) is employed. This allows us to study convective adjustment under realistic large-scale forcing representing active monsoon conditions and provides consistency with previous studies of aerosol impacts on deep convection for TWP-ICE (Lee and Feingold 2010; MG11; Lee 2012).

To specifically test the convective invigoration effect, we perform sensitivity tests with heating perturbations applied to convective updrafts above the freezing level to mimic the impact of enhanced freezing and ice processes on latent heating in polluted conditions. Unlike previous studies investigating the convective response to horizontally uniform static energy and moisture perturbations (Mapes 2004; Tulich and Mapes 2010; Kuang 2010; Nie and Kuang 2012), we apply heating perturbations in updrafts and cooling in downdrafts so as to give no net change in moist static energy (as discussed in section 3, net moist static energy cannot change by the convective invigoration effect of aerosols alone over time scales longer than the lifetime of individual convective storms). Hence, horizontal convective-scale buoyancy gradients are directly enhanced in these simulations, all else being equal, while domain-mean column moist static energy is unaltered. The key point is that this allows for an unambiguous evaluation of the impact of convective-scale heating perturbations following the mechanism of R08 in the context of feedback and adjustment with the larger-scale environment. It has been very difficult to isolate effects of perturbed heating associated with the aerosol invigoration effect in previous studies because of the myriad microphysical and dynamical processes that are also altered with perturbations to aerosols (cf. Morrison 2012). The simplified framework in the current study addresses this difficulty and allows for a more systematic investigation of the invigoration effect. We note that there are many other interactions between aerosols, microphysics, and dynamics that could potentially result in invigoration (or weakening) of deep convection, such as impacts on cold pools and low-level convergence (e.g., Lee et al. 2008), condensate loading (e.g., Storer and van den Heever 2013), and changes in ice particle size and hence radiative heating rates within anvil (e.g., MG11). However, the goal of this study is to specifically focus on the convective invigoration effect associated with enhanced latent heating, which is arguably the most widely cited mechanism for invigoration of deep convection [e.g., see discussions in R08 and Fan et al. (2012b)].

2. Model description

The dynamic model is the same as used in G06, GM11, and MG11. It is a two-dimensional (2D), nonhydrostatic anelastic fluid flow model that was also used as the “superparameterization” in simulations described in Grabowski and Smolarkiewicz (1999) and Grabowski (2001, 2004). Horizontal grid spacing is 1 km with a horizontal domain extent of either 200 or 1000 km; sensitivity of TWP-ICE simulations to horizontal grid spacing and domain size is further detailed in MG11. Specifically, there was little sensitivity of results to a decrease of horizontal grid spacing from 1 to 500 km and an increase in the domain size from 200 to 600 km. Furthermore, as will be shown, results for the 1000-km domain are consistent with the 200-km domain when heating/cooling perturbations are applied to the entire domain. Note that the large-scale forcing is based on an observational network with an approximate scale of about 200 km, but we keep the same forcing for the large-domain simulations as in Lee (2012) to allow a direct comparison of simulations with different domain sizes. The model applies 97 vertical levels over a stretched grid, with a model top at 25 km. Surface latent and sensible heat fluxes and horizontal momentum fluxes are calculated using Monin–Obukhov similarity and a nonlocal boundary layer scheme (e.g., Troen and Mahrt 1986) is applied to represent unresolved transport within the boundary layer.

A description of the microphysics parameterization is given by MG11 and references therein. The warm-rain scheme is the two-moment bulk scheme of Morrison and Grabowski (2007, 2008a). Ice processes are represented using the two-moment, three-variable scheme of Morrison and Grabowski (2008b). This scheme allows variable rime mass fraction based on separate prediction of the ice mixing ratios grown by vapor deposition and riming. The radiative transfer model comes from the National Center for Atmospheric Research (NCAR)’s Community Climate System Model (Kiehl et al. 1994), with coupling of microphysics and radiation described by MG11. Aerosol conditions are given by the three-mode lognormal aerosol size distribution for pristine conditions described in MG11. Size distribution parameters for the modes of 0.03, 0.18, and 4.4 μm for the mean radius and standard deviations of 1.12, 1.45, and 1.8 μm are specified as typical of active monsoon conditions based on Allen et al. (2008). Total aerosol concentration is 354.4 cm$^{-3}$, partitioned into the three modes as 259, 95, and 0.4 cm$^{-3}$ (from smallest to largest mode), which is similar to relatively pristine conditions observed on 6 February (Allen et al. 2008). To isolate the effect of heating/cooling perturbations on convection, we apply these perturbations directly in simulations and do not vary aerosol properties.
3. Case description and experimental setup

To explore interactions between convection and the larger-scale environment in the context of the convective invigoration effect, we simulate a 7.5-day period of active monsoon conditions during TWP-ICE using a model setup similar to that of MG11 and Fridlind et al. (2012). TWP-ICE took place in the vicinity of Darwin, Australia, from 20 January to 13 February 2006 (May et al. 2008). The TWP-ICE domain consisted of several ground sites that gathered precipitation, meteorological, and surface flux measurements, and was centered on a heavily instrumented site operated by the U.S. Department of Energy Atmospheric Radiation Measurement Program (ARM) and Australian Bureau of Meteorology that included cloud and scanning weather radars. The domain was surrounded by an array of five 3-hourly soundings. A detailed comparison of the model with TWP-ICE observations is given by MG11 and Fridlind et al. (2012) and hence is not described here.

The model setup is similar to that for the ARM Global Energy and Water Cycle Experiment (GEWEX) Cloud System Study (GCSS) cloud model intercomparison (Fridlind et al. 2012). Large-scale horizontal and vertical advective forcings of water vapor $q$ and potential temperature $\theta$ are derived from observations (Xie et al. 2010). These forcings are modified above 13 km to minimize drift in simulated profiles using an approach similar to Fridlind et al. (2012). We emphasize that the applied large-scale advective forcings are identical in all simulations. Large-scale vertical advection of the prognostic cloud quantities is calculated using the specified large-scale vertical velocity and modeled quantities, while large-scale horizontal advection of cloud quantities is neglected. Initial conditions ($\theta$, $q$) are derived from sounding observations (Xie et al. 2010). Random perturbations with a maximum amplitude of $\pm0.25$ K are applied to the $\theta$ field between heights of about 100 and 600 m every 30 min to represent underresolved boundary layer heterogeneity. The simulated period is from 0000 UTC 18 January to 1200 UTC 25 January.

To simplify the analysis, especially for mesoscale circulations that develop when perturbed conditions are only applied to part of the domain in the large domain simulations, we follow an approach similar to Lee (2012) and nudge the horizontally averaged $u$ wind above 500 m to 0 m s$^{-1}$ with a nudging time scale of 2 h. However, because surface heat fluxes are strongly dependent upon the magnitude of the low-level wind, we specify surface sensible and latent heat fluxes based on a simulation using nudging of the horizontally averaged winds toward observations (identical to the model configuration in MG11). Specification of the surface heat fluxes is identical in all simulations shown here; thus, our study neglects feedbacks between surface heat fluxes and strength of convection. While large-scale shear may be expected to have an impact on the convective characteristics, additional simulations with nudging of the horizontally averaged $u$ wind toward observations of Xie et al. (2010), identical to the model configuration used in MG11, show limited sensitivity. For example, time-averaged profiles of horizontally averaged updraft mass flux, fraction of the domain with convective updrafts (defined using a threshold vertical velocity of 1 m s$^{-1}$), and radiative heating rate, among other quantities, generally vary less than 5%–10% between simulations with nudging of the $u$ wind toward observations versus zero wind.

Because of the relatively limited predictability of moist deep convection and rapid growth of small perturbations at convective scales (e.g., Tan et al. 2004; Zhang et al. 2007; MG11), we employ an ensemble approach to contrast significant differences between simulations from noise. Following MG11, we use 240 and 120 ensemble members for the small (200 km)- and large (1000 km)-domain simulations, respectively. Different ensemble members are generated by using different random number seeds for the applied low-level $\theta$ perturbations. Large spread of horizontally averaged convective characteristics among ensemble members occurs at any given time. However, ensemble spread is much smaller for time-averaged convective characteristics. For example, time- and horizontally averaged vertical profiles of updraft mass flux and convective updraft fraction within the domain vary by less than 15% and 20%, respectively, among ensemble members for the baseline configuration below 10 km, with somewhat larger spread above 10 km. Moreover, ensemble spread is similar among all model configurations, including the baseline and all sensitivity simulations described herein. All presented results are ensemble averaged; a more detailed discussion of spread among ensemble members is given by MG11.

To specifically test the convective invigoration mechanism proposed by R08 and others, whereby enhanced freezing and latent heating in updrafts lead to an increase in buoyancy in polluted conditions, we apply perturbed heating in updrafts and cooling in downdrafts. These heating and cooling perturbations are consistent with differences in latent heating between pristine and polluted conditions in individual convective storms found by previous bin model studies (e.g., Khain et al. 2005; Lebo and Seinfeld 2011; Fan et al. 2012b). In our simulations, all other aspects are identical to the baseline simulation (BASE) to isolate the impact of convective-scale heating perturbations. Perturbed heating is applied to updrafts, with the amplitude of the perturbation a function of the local latent heating rate.
Perturbed cooling is applied in downdrafts at a rate that exactly balances the perturbed heating in updrafts, such that the domain-total moist static energy is unchanged. This is an important point, as any imbalance in the domain-total heating and cooling rates would represent a net source or sink and, hence, forcing of moist static energy, which is not possible through the convective invigoration effect alone over time scales longer than a few hours. This is explained as follows. Enhanced freezing induced by aerosols from the convective invigoration effect can increase the net moist static energy over short time scales. However, the increased amount of ice must eventually either sublime or melt, which implies no net change in domain-total moist static energy over time scales longer than the lifetime of individual storms (a few hours). Given that the domain at any given time consists of a number of individual cells at various stages in their life cycle, it is reasonable to assume an exact balance in the source of moist static energy through freezing and the sink through melting or sublimation for the domain as a whole. The perturbed heating and cooling is applied between heights of 6 and 8 km (roughly 1–3 km above the freezing level), although vertical advection leads to a separation and a dipole structure of net heating above cooling. Applying heating and cooling perturbations at the same level represents a simplification, but this assumption is supported by bin model simulations of the convective invigoration effect (Khain et al. 2005, their Figs. 7, 8, and 10). We also note that direct or indirect aerosol effects on radiation can produce a net source or sink of moist static energy, but in this paper we are concerned only with aerosol indirect effects via enhanced latent heating/cooling.

Table 1. List of model experiments.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Perturbations applied to PART or ALL of the domain</th>
<th>Domain length (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASE</td>
<td>No heating/cooling perturbations applied</td>
<td>—</td>
<td>200</td>
</tr>
<tr>
<td>PERT</td>
<td>Latent heating increased by a factor of 1.2, corresponding cooling applied in downdrafts; perturbations applied over the entire duration of the simulations</td>
<td>ALL</td>
<td>200</td>
</tr>
<tr>
<td>PERT0.7</td>
<td>As in PERT, but latent heating decreased by a factor of 0.7</td>
<td>ALL</td>
<td>200</td>
</tr>
<tr>
<td>PERT1.1</td>
<td>As in PERT, but latent heating increased by a factor of 1.1</td>
<td>ALL</td>
<td>200</td>
</tr>
<tr>
<td>PERT1.3</td>
<td>As in PERT, but latent heating increased by a factor of 1.3</td>
<td>ALL</td>
<td>200</td>
</tr>
<tr>
<td>PERTL</td>
<td>As in PERT, but 1000-km domain</td>
<td>ALL</td>
<td>1000</td>
</tr>
<tr>
<td>PERTD</td>
<td>As in PERT, but perturbed heating and cooling only applied after 0000 UTC 19 Jan</td>
<td>ALL</td>
<td>200</td>
</tr>
<tr>
<td>PERTE</td>
<td>As in PERT, but perturbed heating and cooling stopped after 0000 UTC 21 Jan</td>
<td>ALL</td>
<td>200</td>
</tr>
<tr>
<td>PERTP</td>
<td>As in PERT, but perturbed heating and cooling only applied to the inner 250 km of the 1000-km domain</td>
<td>PART</td>
<td>1000</td>
</tr>
</tbody>
</table>

Perturbed cooling is applied in downdrafts at a rate that exactly balances the perturbed heating in updrafts, such that the domain-total moist static energy is unchanged. This is an important point, as any imbalance in the domain-total heating and cooling rates would represent a net source or sink and, hence, forcing of moist static energy, which is not possible through the convective invigoration effect alone over time scales longer than a few hours. This is explained as follows. Enhanced freezing induced by aerosols from the convective invigoration effect can increase the net moist static energy over short time scales. However, the increased amount of ice must eventually either sublime or melt, which implies no net change in domain-total moist static energy over time scales longer than the lifetime of individual storms (a few hours). Given that the domain at any given time consists of a number of individual cells at various stages in their life cycle, it is reasonable to assume an exact balance in the source of moist static energy through freezing and the sink through melting or sublimation for the domain as a whole. The perturbed heating and cooling is applied between heights of 6 and 8 km (roughly 1–3 km above the freezing level), although vertical advection leads to a separation and a dipole structure of net heating above cooling. Applying heating and cooling perturbations at the same level represents a simplification, but this assumption is supported by bin model simulations of the convective invigoration effect (Khain et al. 2005, their Figs. 7, 8, and 10). We also note that direct or indirect aerosol effects on radiation can produce a net source or sink of moist static energy, but in this paper we are concerned only with aerosol indirect effects via enhanced latent heating/cooling.

Except as noted, heating/cooling perturbations are applied at the start of the simulations, and they continue for the duration of the simulations. We note that convection is initially in a state of imbalance with the rate of tropospheric destabilization from large-scale forcing, radiative cooling, and surface fluxes, leading to rapid CAPE consumption once convection is initiated after the first few hours of integration. Previous studies of convective adjustment with perturbed conditions have generally allowed the model to first reach quasi equilibrium with the large-scale forcing before applying the perturbation (e.g., Tompkins and Craig 1998; Cohen and Craig 2004; Mapes 2004; Tulich and Mapes 2010). However, here we have chosen to begin applying perturbed conditions at the initial time since this is the approach used in nearly all CRM simulations of aerosol effects on convective storms (i.e., perturbed aerosol conditions are applied from the start of the simulation in these studies). Nonetheless, simulations with perturbed conditions only applied after the model has reached quasi equilibrium with the large-scale forcing (after about 24 h) are also described in section 4 to address this issue.

4. Results for perturbed conditions applied to entire domain

A list of all model experiments is provided in Table 1. We first contrast results of simulations with latent heating enhanced by a factor of 1.2 locally in all updrafts across the domain between 6 and 8 km (PERT) with unperturbed simulations (BASE). The local heating rate perturbations applied in the model for PERT are given by

\[ Q_H = (c - 1)Q_L, \quad \text{if } w > 0, \quad Q_L > 0, \quad \text{and} \]

\[ 6 \leq z \leq 8 \text{ km}, \]

(1)

where \( Q_L \) is the local latent heating rate from the model microphysics, \( c = 1.2 \) is the latent heating enhancement factor, \( w \) is the vertical velocity, and \( z \) is height. A local cooling rate perturbation is applied when \( w < 0 \) such
that the horizontal average balances the heating perturbation at each vertical level. The cooling rate perturbations are given by

$$Q_c = \langle Q_H \rangle \frac{A_H}{A_C} \quad \text{if } w < 0 \quad \text{and} \quad 6 \leq z \leq 8 \text{ km},$$

where $A_H$ and $A_C$ are the horizontal extents of the heating and cooling areas, respectively, at a given level within the domain, and angle brackets indicate a horizontal average over $A_H$. For simplicity, the same perturbed cooling rate is applied to all grid points with $w < 0$ at a given level (i.e., perturbed cooling in downdrafts is not a function of downdraft strength or latent cooling rate). For PERT, $c = 1.2$ is comparable to differences in latent heating between pristine and polluted conditions in previous CRM simulations (Khain et al. 2005; Lebo and Seinfeld 2011; Fan et al. 2012b). In particular, Fan et al. (2012b) show an increase in latent heating rate of 10%–20% in the mid- and upper troposphere in polluted compared to pristine conditions because of the convective invigoration effect (over approximately a 1-day time scale); thus, our enhancement is consistent with the upper range from their study. Tests with different perturbation amplitudes are described later in the section (see also Table 1).

Note that the heating perturbation is proportional to the local latent heating rate from the microphysics as expressed in (1), and hence is approximately proportional to updraft velocity in supersaturated conditions. This is a key point, because the amplitude of the applied heating perturbation will therefore be greater for strong compared to weak updrafts. A linear dependence of heating perturbation on the latent heating rate, and hence approximately linear dependence on vertical velocity, is reasonable since the convective invigoration mechanism relies primarily on lofting of cloud water above the freezing level leading to enhanced freezing and ice processes; in the absence of entrainment and precipitation, the upward liquid water flux at a given height will be proportional to updraft velocity. Entrainment and precipitation will modify this picture, but in ways that are not clearly understood.

We also note that enhancement of latent heating associated with the invigoration effect may vary over the life cycle of individual storms. For example, the simulations of Storer and van den Heever (2013) showed greater enhancement of latent heating earlier in the storm lifetime. In the simulations here there are storms in various stages of their life cycle at any given time when considering the ensemble members together, so any life-cycle effect is expected to be limited when analyzing the ensemble mean. Thus, for simplicity we assume that $c$ is constant.

All else equal, increased heating in updrafts and cooling in downdrafts in PERT leads to increased convective-scale buoyancy gradients and stronger convective updrafts and downdrafts compared to BASE. This produces an initial invigoration of convection evident in time series of average updraft mass flux $M_u$, average convective updraft mass flux $M_c$, and fraction of the domain with convective updrafts $F_c$ at a height of 9.5 km (for reference, the mean height of anvil top is about 18 km in BASE and PERT), once deep convection initiates approximately 2.5 h into the simulations (Fig. 1). Here, grid points with convective updrafts are defined as those with $w \geq 1 \text{ m s}^{-1}$. We define $M_c$ as the mass flux conditionally averaged over points with $w \geq 1 \text{ m s}^{-1}$. There is also a small increase in horizontally averaged surface precipitation (PRE) associated with the initial convective invigoration (Fig. 1c). To better illustrate the initial invigoration, Fig. 2 shows the same quantities in Fig. 1 but only during the first 36 h of the simulations.

A key point is that the larger-scale environment quickly responds (within less than 1 h after convective initiation) to the enhanced convection in PERT, which is illustrated by time series of horizontally averaged temperature $T$ at a height of 9.5 km (Figs. 1d and 2d). Increased $T$ in the mid- and upper troposphere in PERT relative to BASE results in stabilization; hence, convective invigoration is reduced over time and $M_u$, $M_c$, $F_c$, and PRE in PERT approach values from BASE within approximately the first 24 h. Thereafter, PERT and BASE produce almost identical convective characteristics, with a close balance between the perturbed heating in updrafts and cooling in downdrafts and increased stability resulting from the roughly 1-K increase in mid- and upper-tropospheric $T$ in PERT. Interestingly, despite the fact that the amplitude of the applied heating perturbations is greater for strong compared to weak updrafts as described above, there is almost no difference in the distribution of convective updraft strength between PERT and BASE at a given vertical level (Fig. 3). As described later, if we stop applying the heating/cooling perturbations during the simulations, the mid- and upper-tropospheric $T$ reverts back to that of BASE over a roughly 1-day time scale.

Vertical profiles of $T$, horizontally averaged relative humidity ($\text{RH}$), horizontally averaged radiative heating rate (RAD), $M_u$, $M_c$, and $F_c$, averaged between 1200 UTC 19 January and 1200 UTC 25 January (i.e., after adjustment of the larger-scale environment), are shown in Fig. 4. The similarity of convective characteristics between PERT and BASE after the first roughly 24 h is illustrated by profiles of $M_u$, $M_c$, and $F_c$. Profiles of cloud microphysical quantities are also almost identical in PERT and BASE (not shown). Differences in $\text{RH}$ and RAD between PERT
and BASE are also small. The increase in $T$ of about 1 K in PERT compared to BASE is fairly uniform between about 7.5 and 20 km. Also, $T$ is slightly lower in PERT from the surface to about 6 km, which is associated with downward transport of cold perturbations in downdrafts to below the level at which cooling is applied.

The increase in $T$ above 6 km in PERT compared to BASE is associated with two processes. First, there is...
greater net latent heating associated with greater PRE during the adjustment period in PERT (Figs. 1e and 2e). Second, there is net warming above 6 km directly associated with the applied heating perturbation and subsequent upward warm advection in updrafts. The latter contribution is exactly balanced by the small reduction of $T$ associated with the applied cooling when $w < 0$ and subsequent cold advection below 6 km. We estimate the contribution of increased net latent heating (PRE) to the increase in $T$ above 6 km in PERT by comparing the total difference in PRE between PERT and BASE integrated over the simulation period ($2.53 \times 10^6 \text{ J m}^{-2}$) to the difference in vertically integrated, horizontally averaged dry static energy above 6 km (the height above which PERT is warmer than BASE) at the end of the simulations ($5.98 \times 10^6 \text{ J m}^{-2}$). This gives an estimated
contribution of 42% for the difference in latent heating associated with surface precipitation to the total increase in $T$ above 6 km, with the remaining increase associated directly with the applied heating perturbations. This suggests that both vertical advection of warm/cold perturbations and increased net latent heating associated with greater PRE are important in explaining the response of $T$ in PERT.

Closer inspection of the time series of $M_n$, $F_c$, and $T$ at 9.5 km during the adjustment period over the first 36 h of integration (Figs. 2a–d) reveals some interesting features. Once convection begins around 0230 UTC 18 January, there is a rapid rise in mid- and upper-tropospheric $T$ in both PERT and BASE within the first hour, but the increase is much larger in PERT. Thereafter, there is a slower increase in $T$ over the next roughly 16 h in PERT while convective characteristics (i.e., $F_c$ and $M_n$) converge to BASE.

In general, convective adjustment involves several processes that interact in complex ways and hence many time scales (e.g., Tompkins and Craig 1998; Cohen and Craig 2004; Kuang 2010). For example, Kuang (2010) constructed linear response functions to temperature and moisture perturbations and found a range of time scales depending on the vertical structure of the perturbations; physical interpretation of the time scales is nontrivial. However, a key difference between our simulations and those of Kuang (2010) is that here the perturbations are applied within updrafts with an amplitude that is a function of the local latent heating rate, while Kuang (2010) applied time-invariant and horizontally homogeneous perturbations. While recognizing the possibility that many processes may be involved in the adjustment, it is reasonable to think that convective vertical mixing is critical here since the amplitude of the applied heating perturbations are a function of the local latent heating rate that in turn depends on the convective vertical velocity itself. In other words, in order to realize the heating perturbations air parcels must be transported by updrafts through the 6–8-km level. Moreover, previous studies have shown the importance of gravity waves in controlling the adjustment of the environment to heating in clear air surrounding cumulus clouds (e.g., Bretherton and Smolarkiewicz 1989; Cohen and Craig 2004). Thus, we propose that the adjustment time scale is controlled at least in part by gravity waves and convective vertical mixing as described next.

### a. Gravity wave dynamics

Rapid adjustment within the first few hours after convective initiation is consistent with initial convective overturning and adjustment by gravity wave propagation between convective towers. We estimate the gravity wave adjustment time scale $t_{gw}$ as the ratio of average half-distance between convective towers $D_c$ and the horizontal group velocity $C_{gx}$ similar to Cohen and Craig (2004). They used the hydrostatic Boussinesq equations linearized about the horizontally averaged thermal profile of their simulations to estimate $C_{gx}$ for various vertical modes; a detailed investigation of this sort is beyond the scope of our study. Nonetheless, an estimate is found by assuming a vertical length scale $L_z$ equal to about 10 km [i.e., a full vertical wavelength that is twice the depth of warm anomaly ($\sim 5$ km)]. (It should be kept in mind that the depth of the warm anomaly is greater than the depth of the applied heating perturbations because of vertical advection and additional latent heating.

---

**Fig. 3.** Histograms of updraft velocity for the PERT (red) and BASE (blue) simulations for approximate heights of (a) 3, (b) 7, and (c) 12 km. Shown are ensemble-averaged total counts in evenly spaced vertical velocity bins of width $0.1 \text{ m s}^{-1}$, calculated over the last 6 days of the simulations (between 1200 UTC 19 Jan and 1200 UTC 25 Jan).
associated with stronger updrafts above the level of applied heating.) This gives $C_{gx} \sim 16 \text{ m s}^{-1}$, since $C_{gx} = N/m$ for hydrostatic waves, where $N$ is the mean Brunt–Väisälä (buoyancy) frequency averaged over the troposphere ($\sim 0.01 \text{ s}^{-1}$), and $m$ is the horizontal wavenumber equal to $2\pi/L_z$. Also $D_c = U_d(1 - F_c)/(2F_c)$, where $U_d \sim 10 \text{ km}$ is an estimate of mean updraft diameter. Since $F_c \sim 0.1$ during the initial adjustment period, this gives $D_c \sim 45 \text{ km}$ and hence $\tau_{gw} \sim 1 \text{ h}$. This estimate of $\tau_{gw}$ is in agreement with previous studies of gravity wave adjustment in clear air surrounding cumulus clouds (Bretherton and Smolarkiewicz 1989; Cohen and Craig 2004). Although this likely represents a lower estimate since shallower hydrostatic modes (i.e., larger $m$) and nonhydrostatic gravity waves have smaller $C_{gx}$, we note that Bretherton and Smolarkiewicz (1989) found that systematic adjustment in clear air surrounding clouds was still brought about by long-period hydrostatic waves with near-horizontal group velocity.

b. Convective vertical mixing

As discussed above, heating perturbations are applied in updrafts, with an amplitude that depends on the local latent heating rate and hence the convective updraft
mass flux (with corresponding cooling applied in downdrafts). The heating perturbations are therefore realized when air is lifted by updrafts through the 6–8-km level. Thus, it is reasonable to think that convective vertical mixing plays an important role in the adjustment process, which tends to be slower than gravity wave adjustment in clear air surrounding clouds (Bretherton and Smolarkiewicz 1989). We therefore propose that the overall adjustment time scale is also controlled by a convective vertical mixing time scale \( \tau_{cm} \), where \( \tau_{cm} \sim L_c/w_c \gg \tau_{gw} \), which is analogous to a time scale for processing all air within the domain by convective updrafts (i.e., total mass of air in the domain divided by the total convective mass flux within the domain). Here, \( w_c \) is a convective vertical velocity scale equal to the product of domain-mean \( F_c \) and convective updraft velocity \( w_u \), which is equal to \( M_c \) divided by air density \( \rho \). We emphasize that many other time scales may be relevant to the adjustment process but show below that \( \tau_{cm} \) is consistent with the adjustment time scale seen in the simulations.

During the adjustment period, we estimate \( M_c \sim 1 \text{ kg m}^{-2} \text{s}^{-1} \) and \( F_c \sim 0.05 \) from the simulations (see Fig. 2). Assuming \( \rho \sim 0.5 \text{ kg m}^{-3} \) gives \( w_c \sim 0.1 \text{ m s}^{-1} \) and, hence, \( \tau_{cm} \sim 1 \text{ day} \). This estimate is broadly consistent with the adjustment time scale seen in Fig. 2d. Our estimate of \( \tau_{cm} \) is somewhat shorter than that reported by Tompkins and Craig (1998), who found a convective mass flux adjustment time scale of about 4 days as a response to SST perturbations in CRQE. An explanation for the relatively short \( \tau_{cm} \) here is the strength of the large-scale forcing, which produces an order-of-magnitude-larger domain-average convective mass flux (prior to 0600 UTC 18 January) than that associated with the much weaker radiative forcing in the CRQE simulations of Tompkins and Craig (1998). Tompkins and Craig (1998) also described longer time-scale adjustment (~15 days) associated with changes in tropospheric radiative cooling and adjustment of water vapor in subsiding air outside of convective updrafts. There is no evidence for longer time-scale adjustment (~1 day) to the perturbed conditions in our simulations, which is consistent with our specification of surface fluxes and limited differences in domain-average profiles of RAD (Fig. 4e). Moreover, evolution of the atmospheric state here is strongly driven by the imposed large-scale forcing, which may limit the signal of slow adjustment processes.

Overall, convective adjustment is insensitive to domain size; results for PERTL (simulations as in PERT, except using a 1000-km instead of 200-km domain) are nearly the same as PERT (Fig. 5). We propose that this occurs because adjustment through both gravity wave dynamics and convective mixing depends upon the relative domain area covered by convective drafts and mean distance between drafts, which are both insensitive to domain size.

In PERT we applied perturbed conditions from the start of the simulations to the end. The initiation of convection within the first few hours of the simulations occurs in strongly nonequilibrium conditions, with a large convective fraction and rapid CAPE depletion prior to the model achieving quasi equilibrium with the applied large-scale forcing. To examine convective adjustment under conditions closer to equilibrium with the large-scale forcing, we apply heating and cooling perturbations as in PERT, but starting only after 0000 UTC 19 January, after 24 h of integration (PERTD). Overall results are similar to PERT, with a rapid period of adjustment within the first few hours after perturbations are applied, followed by slower adjustment as convective characteristics in PERTD approach those of BASE (Fig. 6). After roughly 24 h there is little difference in convective characteristics between PERTD and BASE for the remainder of the simulations (not shown). There are two distinct periods of adjustment in PERTD corresponding to the two periods of convective activity from 0000 to 0900 UTC 19 January and from 1600 to 2400 UTC 19 January. The close correspondence of adjustment with the time series of domain-mean \( F_c \) supports our contention that convective vertical mixing has an important influence on the overall adjustment time scale.

Additional simulations were performed in which latent heating/cooling perturbations were applied beginning at the start of the simulations as in PERT, but not applied after 0000 UTC 21 January. In these simulations (PERTE) convection initially weakens after the heating/cooling perturbations are stopped (Fig. 7). This occurs because the environment has been stabilized relative to BASE as a result of adjustment to the heating/cooling perturbations applied earlier, while buoyancy in updrafts is no longer enhanced by the heating perturbations. As a result, there is rapid weakening of convection. The environment subsequently responds to the weakened convection by cooling above about 6 km relative to BASE, and convective characteristics in PERTE approach those of BASE with an adjustment time scale of about 24 h consistent with the previous discussion.

Different perturbation amplitudes were tested by performing additional sets of simulations as in PERT, except with latent heating in updrafts [c in (1)] increased by a factor of either 1.1 or 1.3 (PERT1.1 and PERT1.3, respectively), compared to 1.2 for PERT (consistent modifications were also made to the cooling perturbation in downdrafts so that net moist static energy is unchanged).
Fig. 5. As in Fig. 1, but time series of differences in various simulations relative to BASE over the first 36 h of the simulations. The simulations presented are PERT (black solid), PERT0.7 (green), PERT1.1 (blue), PERT1.3 (red), and PERTL (black dotted).
A set of simulations with latent heating (cooling) in updrafts (downdrafts) scaled by 0.7 was also tested (PERT0.7). As a whole, the convective response to perturbed heating and cooling is fairly linear with perturbation amplitude, in terms of $M_u$, $F_c$, $M_c$, $\overline{T}$, and PRE (Fig. 5). A nearly linear convective response was also found by Mapes (2004), Tulich and Mapes (2010), and Kuang (2010) to heating and cooling perturbations that were applied as horizontal averages across the domain. In contrast to the other experiments, in PERT0.7 there is less heating in updrafts and cooling in downdrafts, leading to an initial weakening of convection and reduction of $\overline{T}$ in the mid- and upper troposphere compared to BASE. Interestingly, the adjustment time scale appears to be mostly independent of
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the perturbation amplitude. This finding is consistent with the two adjustment processes described above. In particular, the overall values of $F_c$, $M_c$, $D_c$, and $N$ are similar among the simulations, especially after 0700 UTC 18 January. This implies similar $\tau_{gw}$ and $\tau_{wc}$ among the simulations regardless of the perturbation amplitude.

5. Results for perturbed conditions applied to part of the domain

Significant changes in $\bar{T}$ occur after convective adjustment from applied latent heating and cooling perturbations as described in the previous section. This
implies the potential for mesoscale circulations driven by larger-scale heating gradients if perturbed conditions are only applied to part of the domain. Such mesoscale circulations were previously explored in the modeling study of Lee (2012), who applied aerosol perturbations to part of the domain and found that the aerosol invigoration effect drove a mean circulation between the pristine and polluted parts of the domain. Here, we employ a 1000-km domain and apply perturbed conditions only to the inner 250 km. In these simulations (PERTP), latent heating is increased by a factor of 1.2 in updrafts with compensating cooling in downdrafts, analogous to PERT but only applied within the perturbed part of the domain. In the discussion below we contrast results averaged over the perturbed (PERTURBED) and unperturbed (UNPERTURBED) parts of the domain from these simulations.

There is an initial invigoration of convection in the mid- and upper troposphere in PERTURBED relative to UNPERTURBED (Fig. 8), similar to results with perturbed conditions applied to the entire domain (PERT). However, the invigoration is sustained over the duration of the simulations in contrast to PERT (in which convection returns to its unperturbed state after about 1 day; see section 4). This is also shown by vertical profiles of quantities averaged from 1200 UTC 19 January to 1200 UTC 25 January, revealing that $M_c$ and especially $M_e$ and $F_c$ are larger between about 6 and 16 km for PERTURBED compared to UNPERTURBED (Fig. 9). In contrast to upper levels, there is a weakening of convection in PERTURBED compared to UNPERTURBED below 6 km, evident by profiles of $F_c$ (Fig. 9g). These two primary effects in PERTURBED (i.e., strengthening of convection above 6 km, and weakening below), and impacts on larger-scale circulations, are discussed further below and illustrated in the diagram shown in Fig. 10.

Above 6 km, applying heating perturbations in updrafts drives the initial invigoration of convection in PERTURBED. This leads to an increase in $T$ relative to UNPERTURBED because of increased latent heating and vertical advection of warm anomalies in updrafts, similar to PERT. However, in contrast to PERT, the increase of $T$ in PERTURBED is limited since any buoyancy anomalies there are rapidly dispersed throughout the rest of the domain by gravity waves (i.e., within a few hours; see discussion in section 4). Thus, differences in $T$ between PERTURBED and UNPERTURBED are less than 0.5 K at 9.5 km (Fig. 8d), and much smaller when averaged over time (Fig. 9a), despite mean differences in latent heating rates between these two regions of up to 7 K day$^{-1}$ (Fig. 9h). The key point is that rapid dispersal of buoyancy anomalies in PERTURBED means there is little stabilization of the upper troposphere, in contrast to PERT. Thus, the applied heating perturbations in updrafts are able to directly drive convective invigoration above 6 km in PERTURBED over the duration of the simulations (Figs. 8 and 9e–g).

The dispersal of diabatic (mostly latent) heating anomalies in the upper troposphere between PERTURBED and UNPERTURBED occurs via gravity waves associated with a mean mesoscale circulation with a spatial scale defined by the size of perturbed and unperturbed regions (250–750 km) and consisting of weak ascent of a few centimeters per second between 8 and 17 km in PERTURBED, with weak descent in UNPERTURBED (Fig. 9d). Note that the increased upward mass flux in PERTURBED associated with invigorated convection and compensating downward mass flux in UNPERTURBED may itself help to drive this mesoscale circulation. However, results suggest this contribution is limited; if the mesoscale circulation driven directly by the increased upward mass flux in PERTURBED, the circulation would become established when convection is initially invigorated (i.e., within the first few hours of the simulations) since mass flux compensation associated with mass continuity (required since the model has periodic lateral boundary conditions) is instantaneous. However, the mesoscale circulation does not appear until after about 1.5 days (Figs. 11a, 12a, 13a). Instead, the increased upward mass flux in PERTURBED relative to UNPERTURBED within about the first 1.5 days is mostly balanced by an increased downward mass flux within PERTURBED itself (Figs. 11b,c). Below 6 km, we propose that the weakening of convection in PERTURBED compared to UNPERTURBED (Fig. 9g) occurs via interactions between latent heating, mesoscale circulation, water vapor, and low-level convection. This is supported by analysis of various quantities averaged over 1.5-day increments (Figs. 11–13). The weakening of convection at low levels does not occur until several days; $F_c$ is initially larger in PERTURBED relative to UNPERTURBED in both the upper and lower troposphere (Fig. 11f). Within the first 1.5 days, there is a reduction of midlevel (~5 km) latent heating associated with enhanced sublimation and melting in PERTURBED (Fig. 11e), because of greater amounts of ice condensate within and above the melting layer (Fig. 9k). As a result, mean mesoscale descent develops below 7 km after 1.5 days in PERTURBED (Fig. 12a), leading to a net transport of dry air from mid- to low levels and, hence, reduction of $\text{RH}$ within the boundary layer after 3 days (Fig. 13d). This in turn causes a reduction of low-level moist static energy and hence lower potential energy of convective parcels ascending from the boundary layer. Thus, $F_c$ is smaller in PERTURBED compared to UNPERTURBED below 6 km after roughly 3 days.
Weaker convection in PERTURBED leads to a further decrease in latent heating (Fig. 13e), which reinforces mean mesoscale descent, low-level drying, and weakening of convection. In contrast to $T$, there are significant differences in average water vapor mixing ratio between PERTURBED and UNPERTURBED, as seen by profiles of time-averaged RH in Fig. 9b. This occurs because water vapor must be physically transported from one region to another via the mesoscale circulation and hence has a relatively slow mixing time scale compared to gravity wave adjustment of the temperature field (Grabowski)
Fig. 9. Vertical profiles of (a) horizontally average temperature, (b) relative humidity, (c) radiative heating rate, (d) vertical velocity, (e) updraft mass flux, (f) convective updraft mass flux, (g) fraction of the domain with convective updrafts, (h) latent heating rate, (i) cloud water mixing ratio, (j) rain mixing ratio, (k) ice mixing ratio, averaged between 1200 UTC 19 Jan and 1200 UTC 25 Jan for the perturbed (red) and unperturbed (blue) parts of the 1000-km-domain simulations (PERTP). Black solid lines indicate differences (perturbed minus unperturbed), with black dotted lines included as a reference to show zero difference.
Mean vertical velocities of about 2 cm s$^{-1}$ over a depth of 5 km in the perturbed region (Fig. 9c) suggest a time scale associated with the mesoscale circulation of about 2.5 days. This time scale is consistent with the changes in boundary layer RH and weakening of convection in PERTURBED that occur after about 3 days. It also supports our contention that the weakening of convection at low levels is associated with the mesoscale circulation. Note that there is a small increase of water vapor and, hence, RH above about 8 km in PERTURBED compared to UNPERTURBED (Fig. 9b) associated with mean ascent in PERTURBED. However, this has limited impact on convection since it leads to only a very small increase in virtual temperature of the environment and, hence, stability (there could be some impact on entrainment, but these effects are also expected to be small above 8 km).

Drying caused by mean descent associated with the mesoscale circulation below 8 km in PERTURBED (Fig. 9b) also leads to greater rain evaporation and reduced surface precipitation (Fig. 8). The increased evaporation and reduced $F_c$ at low levels result in smaller cloud water and rain mixing ratios in PERTURBED compared to UNPERTURBED below 5 km (Figs. 9i,j). On the other hand, invigorated convection in PERTURBED at upper levels leads to slightly greater cloud water mixing ratio from about 7.5 to 10 km, as well as substantially larger ice mixing ratios and a higher cloud top (Fig. 9k). Differences in radiative heating are small between PERTURBED and UNPERTURBED (Fig. 9c). However, if polluted conditions lead to enhanced concentrations of ice in anvils and subsequently increased upper-tropospheric radiative heating as simulated by MG11, this could enhance the mesoscale circulations described here. Such an investigation of radiatively driven mesoscale circulations is beyond the scope of this paper but should be explored in future work.

6. Summary and conclusions

In this study, we examined the response of convection to localized heating and cooling perturbations to specifically test the idea of aerosol-induced convective invigoration proposed by R08 and others. According to this mechanism, aerosol loading leads to a reduction of rain production via collision–coalescence and, subsequently, lofting of cloud water and enhanced freezing and ice processes in updrafts at mid- and upper levels, increasing latent heating and buoyancy. We tested this mechanism by performing different sets of two-dimensional simulations applying localized heating perturbations to updrafts and cooling to downdrafts. The model setup was based on TWP-ICE, with simulations performed for the period from 0000 UTC 18 January to 1200 UTC 25 January 2006, during a period of active monsoon conditions. An ensemble approach (120 or 240 members) was used to improve robustness.

With perturbed heating (cooling) applied to updrafts (downdrafts) throughout the domain, there is an initial invigoration of convection in terms of mean updraft mass flux, convective fraction, and surface precipitation. However, rapid adjustment of the environment limits the impact of these perturbations on convective characteristics after about 24 h. This adjustment is evident by differences in mean temperature profiles between the perturbed and unperturbed simulations, which stabilize the troposphere to the perturbed heating. While there is evidence for many time scales relevant to convective adjustment (Kuang 2010), we propose two processes that may be important to the overall adjustment time scale here: gravity wave dynamics and vertical mixing by convection. The adjustment time scale is nearly independent of perturbation amplitude, which is consistent with adjustment by gravity waves and convective vertical mixing since time scales for these processes are primarily dependent upon mean stability, convective fraction within the domain, and distance between convective cells, which in turn are controlled mostly by the initial and large-scale forcing conditions rather than the perturbations themselves. However, we emphasize that other processes may also be important in controlling the overall adjustment time scale.

Additional simulations tested the impact of applying heating and cooling perturbations to only part of the domain (the inner 250 km of a 1000-km domain). This had two primary effects:

1) In the upper troposphere (above 6 km), the applied heating perturbations led to an invigoration of convection in the perturbed region. This in turn led to increased latent heating, but the resulting buoyancy anomalies were rapidly dispersed by gravity waves associated with a mean mesoscale ascent (descent) in the perturbed (unperturbed) region. Thus, there was little stabilization of the environment and
applied heating perturbations were able to directly drive convective invigoration over the duration of the simulations, unlike simulations in which perturbed conditions were applied across the domain.

2) In the lower troposphere (below 6 km), there was also an initial invigoration of convection in the perturbed relative to unperturbed region, but after about 3 days there was a relative weakening of convection within the perturbed region. This occurred because of a decrease in latent heating at midlevels in the perturbed region, leading to mean mesoscale descent below about 7 km. This mesoscale circulation in turn led to low-level drying and reduced boundary layer moist static energy and, eventually, a weakening of convection.

Overall, these results suggest that the convective invigoration effect caused by localized heating perturbations associated with aerosols cannot be sustained beyond the convective adjustment time scale in a uniform larger-scale environment. However, in the presence of larger-scale heating (aerosol) gradients, invigoration can be sustained over time. The implication is that aerosol invigoration effects via localized heating perturbations in an
initially uniform larger-scale dynamic and thermodynamic environment require larger-scale heating gradients and are closely connected with gravity wave and mesoscale dynamics beyond the convective adjustment time scale (~24 h for the mean large-scale conditions here). Our results instead suggest that the invigoration effect is intimately coupled with larger-scale dynamics through a two-way feedback, and in the absence of alterations in the larger-scale circulation there is limited invigoration beyond the convective adjustment time scale. This also suggests the importance of spatial and temporal scales of the heating (aerosol) perturbations relative to pertinent dynamical scales. These dynamical scales differ fundamentally at higher latitudes, since heating anomalies can be retained through balanced circulations there. Moreover, at midlatitudes convection often occurs in a strongly nonuniform larger-scale dynamic and thermodynamic environment, with convection in a state of nonequilibrium with its environment [i.e., “type 1” convection from Emanuel (1994)]. In type 1 convection, heating perturbations associated with aerosol loading may be expected to have a greater effect on convective characteristics given that convective characteristics are more dependent upon initial conditions (e.g., CAPE, convective inhibition) than the large-scale forcing. This is in contrast to the simulations here, where convection was in near equilibrium with the large-scale forcing [i.e., “type 2” convection from Emanuel (1994)], which is a situation typical of the tropics.

There are several important caveats to this work. First, 2D dynamics were employed for continuity with previous studies of aerosol effects on TWP-ICE convection (Lee and Feingold 2010; MG11; Lee 2012) and
convective–radiative equilibrium (G06; GM11; van den Heever et al. 2011), as well as for computational efficiency given the large number of simulations performed. However, it is well known that 3D dynamics differ from 2D, both in terms of convection (e.g., Grabowski et al. 1998; Phillips and Donner 2006; Petch et al. 2008) and coupling of gravity waves with heat sources (Bretherton and Smolarkiewicz 1989). While this may change details of results, we do not expect this to affect the main conclusions. Future work will focus on simulating these effects using 3D dynamical models. We also note that previous work has shown that convective organization differs between 2D and 3D, with subsequent impacts on the mean state (Tompkins 2000). However, the relatively small domain used in our simulations limited the large-scale organization of convection so that this impact of dimensionality is likely to be less important here.

Moreover, Grabowski et al. (1998) showed that 2D and 3D models produced similar results for strongly forced tropical cloud systems similar to the TWP-ICE case simulated here.

This study also neglected feedback between convection and the imposed large-scale forcing, and between convection and surface fluxes; large-scale forcing and surface fluxes were specified identically in all simulations. This simplification allowed us to examine feedbacks between convection and the larger-scale environment in a framework with realistic time-dependent forcing, but without complications due to feedbacks with the large-scale forcing and the surface. In future work we plan to investigate the impact of feedbacks between convection and large-scale forcing in the context of indirect aerosol effects using both idealized and realistic model configurations.

**FIG. 13.** As in Fig. 11, but averaged between 0000 UTC 21 Jan and 1200 UTC 22 Jan.
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