Using Simulated Dropsondes to Understand Extreme Updrafts and Wind Speeds in Tropical Cyclones

DANIEL P. STERN
University Corporation for Atmospheric Research, Monterey, California

GEORGE H. BRYAN
National Center for Atmospheric Research, Boulder, Colorado

(Manuscript received 5 February 2018, in final form 29 June 2018)

ABSTRACT

Extreme updrafts ($\geq 10$ m s$^{-1}$) and wind gusts ($\geq 90$ m s$^{-1}$) are ubiquitous within the low-level eyewall of intense tropical cyclones (TCs). Previous studies suggest that both of these features are associated with coherent subkilometer-scale vortices. Here, over 100,000 “virtual” dropsonde trajectories are examined within a large-eddy simulation (31.25-m horizontal grid spacing) of a category 5 hurricane in order to gain insight into the nature of these features and to better understand and interpret dropsonde observations. At such a high resolution, profiles of wind speed and vertical velocity from the virtual sondes are difficult to distinguish from those of real dropsondes. PDFs of the strength of updrafts and wind gusts compare well between the simulated and observed dropsondes, as do the respective range of heights over which these features are found. Individual simulated updrafts can be tracked for periods of up to several minutes, revealing structures that are both coherent and rapidly evolving. It appears that the updrafts are closely associated with vortices and wind speed maxima, consistent with previous studies. The peak instantaneous wind gusts in the simulations (up to 150 m s$^{-1}$) are substantially stronger than have ever been observed. Using the virtual sondes, it is demonstrated that the probability of sampling such extremes is vanishingly small, and it is argued that actual intense TCs might also be characterized by gusts of these magnitudes.

1. Introduction

The eyewall of intense tropical cyclones (TCs) is often extremely turbulent (e.g., Lorsolo et al. 2010; Zhang et al. 2011a), particularly within the boundary layer, where the strongest wind speeds occur. The observational studies of Aberson et al. (2006) and Marks et al. (2008) showed that coherent kilometer-scale vortices can exist within the eyewall, and these vortices may be associated with localized extrema in both horizontal wind speed and vertical velocity. Recently, Stern et al. (2016, hereafter S16) presented a comprehensive dataset of extreme updrafts and wind speeds sampled by GPS dropsondes (hereafter, “sonde” is used interchangeably with “dropsonde”) in the lower troposphere (0–3 km) within tropical cyclones. S16 found that updrafts exceeding 10 m s$^{-1}$ are quite common within category 4 and 5 TCs and are nearly exclusively found within the eyewall, just inward of the radius of maximum winds (RMW). Importantly, a substantial fraction of the sondes that sampled extreme updrafts also sampled wind speeds exceeding 90 m s$^{-1}$, and S16 suggested that this is consistent with the hypothesis that these sondes are often sampling coherent vortices.

Since their introduction in 1997, GPS dropsondes (Hock and Franklin 1999) have been utilized in numerous studies of TCs (e.g., Franklin et al. 2003; Kepert 2006a,b; Zhang et al. 2011b; Zhang and Uhlhorn 2012; Richter and Stern 2014), as well as other atmospheric phenomena (e.g., Wakimoto et al. 2006; Wang et al. 2009). In particular, GPS dropsondes have substantially advanced our understanding of the TC boundary layer and of the maximum winds within TCs. For example, Franklin et al. (2003) used a composite of over 400 dropsondes to show that on average, the maximum winds in the eyewall are found near 500-m height, which is lower than had been suggested in previous observational studies (Marks and Houze 1987; Powell et al. 1991; Marks et al. 1992). Dropsondes have also been a critical tool for estimating the maximum surface wind...
speed, which is a key parameter for operational TC forecasting.

Dropsondes are sparsely distributed both in space and time, and there are typically only 4–8 sondes dropped within the eyewall for an individual flight. Therefore, the strongest wind gusts are generally unsampled and therefore underestimated, although by how much is unknown. Another issue is that dropsondes are advected by the horizontal and vertical winds as they fall, and when dropped from a typical height of 2–3 km within the eyewall, the resulting horizontal drift can be substantial, sometimes 10–20 km. Therefore, although dropsonde data are often visualized as vertical profiles, eyewall sonde trajectories are generally much more horizontal than vertical. This renders it quite challenging to interpret observed sonde profiles, as it can be unclear whether fluctuations are associated with vertical or horizontal variability. This problem is especially pronounced in regions of large horizontal gradients, such as the eyewall.

The purpose of this study is to use simulated dropsondes in order to better understand the observations of extreme updrafts and wind speeds presented by S16. Specifically, we seek to determine where such features are found and whether there is evidence for their association with coherent vortices, as well as the frequency with which they occur and are sampled and the implications this has for the strength of the peak wind gusts in real tropical cyclones. For this, we use an idealized large-eddy simulation and examine vertical velocity and wind speed profiles along simulated dropsonde trajectories. In section 2, we describe the modeling framework and virtual sonde sampling strategy. We evaluate the updraft and wind speed statistics for the virtual sondes in section 3 and compare to the observational dataset of S16. In section 4, we examine the evolution and structure of an individual updraft to gain insight into the type of features that dropsondes may be sampling. In section 5, we examine where extreme wind gusts and updrafts are found in the context of the mean eyewall structure, and we assess the probability that a given sonde or a combination of sondes will sample such extremes. In section 6, we discuss how strong the strongest gusts in tropical cyclones may be in the context of existing observations. Finally, we present a summary and our conclusions in section 7.

2. Methodology

Tropical cyclones are synoptic-scale vortices, with the circulation typically extending outward from the center by 1000 km or more. Therefore, in order to model an entire TC, a domain of at least several thousand kilometers on a side is required. At the same time, TCs are essentially composed of organized clusters of deep convection, and so in order to properly simulate the scales of motion relevant for TC intensity and structure, grid spacing on the order of 1 km is necessary (Fierro et al. 2009). Here, we are concerned with even smaller scales, of subkilometer vortices and boundary layer turbulence, which necessitates grid spacing of 100 m or less. It is currently computationally challenging to have grid spacing of $O(100)$ m over a domain of thousands of kilometers in extent. We overcome this problem by using a large domain with a stretched grid, restricting the region of high resolution to a fine-mesh subdomain that is large enough to encompass the inner core of the TC, which is our area of interest. For the simulation we examine here, we use a total domain size of $3000 \times 3000$ km, and the high-resolution portion of the domain is an $80 \times 80$ km square at the domain center. In this section, we give an overview of the modeling framework for this study; a more detailed description of this framework as applied to tornado simulations is given by Bryan et al. (2017a). For additional details, and results using this modeling approach for tropical cyclones, see Richter et al. (2016) and Worsnop et al. (2017a,b).

a. LES framework

We use Cloud Model 1 (CM1; Bryan and Fritsch 2002; Bryan and Rotunno 2009; Bryan and Morrison 2012) to simulate idealized tropical cyclones, with the model configured for large-eddy simulation (LES) using the technique described by Bryan et al. (2017a). In a central 80 km $\times$ 80 km region, we use a constant horizontal grid spacing of 31.25 m. In the lowest 3 km, we use a constant vertical grid spacing of 15.625 m. Outside of the central fine mesh, horizontal grid spacing increases gradually to 15 km at the domain boundary, and above 3 km, vertical grid spacing increases gradually to 500 m at 8 km above sea level (ASL) and remains constant at 500 m until the model top at 25 km ASL. In the fine-mesh region, the large eddies that are responsible for most of the turbulent energy can be explicitly resolved, and no PBL scheme is used. However, because there is a transition from coarse to fine grid spacing, it takes time for realistic turbulence to develop within the inflow boundary layer in the fine-mesh region. If the flow is insufficiently turbulent in an LES, this can result in unrealistic boundary layer wind profiles (e.g., Markowski and Bryan 2016). Therefore, we add small-amplitude random perturbations to the potential temperature $\theta$ and water vapor mixing ratio $q_v$ fields in a 2-km-wide ring centered at 40-km radius, as well as perturbations in the velocity fields (described below), in order to develop turbulence quickly within the inflow boundary layer.
Within the fine-mesh region, we use a modified version of the “two part” LES subgrid model of Sullivan et al. (1994), which is based on the TKE scheme of Deardorff (1980); details are provided in the appendix of Bryan et al. (2017b). In the fine-mesh portion of the domain, the subgrid TKE is much smaller than the resolved TKE, except in the lowest two grid levels (not shown), indicating that large eddies are adequately resolved for our study. Outside of the fine-mesh region, we configure CM1 as a traditional mesoscale model and use a Louis PBL scheme (Louis 1979; Kepert 2012) to parameterize vertical turbulence processes, with a constant asymptotic mixing length \( l_h = 100 \text{ m} \) (Zhang et al. 2011a; Bryan 2012). Horizontal diffusion is parameterized in the coarse-mesh portion of the domain with a mixing length \( l_t \) that is a function of surface pressure \( P_{sfc} \), which varies linearly from 100 m at \( P_{sfc} = 1000 \text{ mb} \) to 1000 m at \( P_{sfc} = 900 \text{ mb} \) (1 mb = 1 hPa).

Throughout the model domain, surface stress is parameterized through specification of a drag coefficient \( C_d \), which increases linearly from \( 1 \times 10^{-3} \) to \( 2.4 \times 10^{-3} \) as the time-averaged 10-m wind speed \( U_{10} \) increases from 5 to 25 m s\(^{-1} \) and is constant above 25 m s\(^{-1} \). The surface heat and moisture flux transfer coefficients are constant, with \( C_h = C_q = 1.2 \times 10^{-3} \) (Drennan et al. 2007; Jeong et al. 2012). We use Morrison double-moment microphysics (Morrison et al. 2009) and do not parameterize convection or radiation. The SST is fixed at 28°C, and we use a homogeneous background thermodynamic environment given by the Dunion (2011) moist tropical sounding, zero environmental wind, a constant Coriolis parameter of \( f = 5 \times 10^{-5} \text{ s}^{-1} \), and doubly periodic lateral boundary conditions. A relaxation term is applied to velocities within 100 km of the lateral boundaries to damp gravity waves.

As described by Bryan et al. (2017a), the initialization procedure for the LES utilizes two types of precursor simulations. Because of the computational cost of the large-domain simulations, we first run an axisymmetric configuration of CM1 for several days in order to spin up a TC to the approximate desired intensity. The interpolated fields from this axisymmetric simulation provide the initial condition for the LES. We then run a separate small-domain LES, following Bryan et al. (2017b), at the same resolution as the inner fine-mesh region of our primary simulation (i.e., 31.25-m horizontal and 15.625-m vertical grid spacing) in order to generate velocity perturbations that are “nudged” within the transition zone of the primary simulation throughout the length of the simulation. This “eddy injection” technique is described in detail by Bryan et al. (2017a) and allows for fully developed turbulence to “spin up” much closer to the edges of the fine-mesh portion of the domain.

For this study, our goal is to simulate an intense (so we can study the strongest gusts) and small (so the inner core can fit within the 80 km × 80 km fine-mesh domain) TC. We ran the axisymmetric model for 12 days and took 48-h mean fields (from hourly output) centered on \( t = 11 \text{ days} \) to be the initial conditions for the large-domain LES (Fig. 1a). The maximum tangential velocity (at any height) is 89.7 m s\(^{-1} \). We then integrated the primary simulation for 4 h, requiring about 500,000 CPU hours on the NCAR Yellowstone supercomputer (Computational and Information Systems Laboratory 2016). Figure 1b shows the azimuthal-mean tangential velocity averaged over the fourth hour. Overall, the mean structure and intensity are similar to the initial fields, although a double wind maximum (in radius) forms from 3- to 8-km height that is not initially present. The cause of this double maximum is not clear; we note that it can also be seen in some idealized simulations in previous studies (e.g., Fig. 3e of Stern and Zhang 2013), though not (as far as we are aware) in existing observational analyses. As most of our analysis is focused on the lowest 2.5 km of the domain, we do not further investigate the double wind maximum in this study.

Figure 1c shows time series (every 15 s) of the instantaneous maximum wind speed at the surface (i.e., 10 m ASL) and at any height. It can be seen that a statistically quasi steady state is reached very quickly, after only 10–20 min, and after this period, the initially smooth axisymmetric fields have become turbulent. The instantaneous peak wind speed is surprisingly large, generally 120–135 m s\(^{-1} \), and it is 105–120 m s\(^{-1} \) at the surface. After the initial spinup period, the peak gust (at any height) never falls below 117 m s\(^{-1} \) and occasionally exceeds 150 m s\(^{-1} \). Figure 1d shows the maximum instantaneous surface wind speed over the previous minute (from each model time step every 0.1875 s), and this time series (every 1 min) indicates that even at the surface, wind speeds sometimes exceed 130 m s\(^{-1} \). At first, these values may seem unrealistic, as these speeds are substantially greater than have ever been observed in a TC. However, the conventional metric for TC intensity is the maximum of an average wind speed, which in the United States is taken to be a 1-min mean. The peak 1-min mean surface wind speed is near 80 m s\(^{-1} \) (Fig. 1d), which, although very intense, is realistic for a category 5 hurricane [comparable to the peak intensities of, e.g., Mitch (1998), Katrina (2005), Wilma (2005), Dean (2006), and Felix (2007)]. Below, we use simulated dropsondes to show that the extreme instantaneous wind gusts in the simulation are actually plausible, as undersampling makes it likely that peak wind gusts in actual TCs are substantially underestimated.
As noted above, in this study, our focus is on peak instantaneous wind speeds, which we refer to as extreme wind “gusts.” Technically, a gust is defined as the peak wind speed over a given averaging period at a fixed point, within some defined longer time interval (Harper et al. 2010). For example, the peak 3-s wind speed within a 10-min period is often used. Because we are evaluating dropsondes (both observed and simulated), which provide a semi-Lagrangian and near-instantaneous measurement of the wind (Franklin et al. 2003), it is simplest and most appropriate to evaluate the instantaneous winds within this simulation. Nevertheless, it is worthwhile to briefly examine 3-s wind speeds within our simulation, as this will allow for some comparison to in situ observations (which often use such an averaging period) in section 6. Figure 2a shows for a 10-min period (starting at \( t = 265 \) min) the peak surface wind speed, evaluated instantaneously and for 3-s and 1-min averages. The peak instantaneous wind speed is typically 10–15 m s\(^{-1}\) greater than the peak 3-s wind speed, with occasional differences of 25–30 m s\(^{-1}\). Though substantial, these differences between the peak instantaneous and peak 3-s gusts are much less than seen in the tornado simulations evaluated by Nolan et al. (2017) (such differences there occasionally exceed 100 m s\(^{-1}\)). As we will later show, the horizontal scale of the features producing extreme gusts in our simulation is on the order of 500 m, and so a fixed point would typically experience such a feature over a period greater than 3 s, which is why instantaneous and 3-s gusts are apparently more similar for hurricanes than for tornadoes. Finally, it is of interest to...
know the expected peak gusts for a given 1-min maximum wind speed, and so Fig. 2b shows the ratio of the peak instantaneous and 3-s wind speeds to the peak 1-min wind speed. On average, the respective ratios are 1.46 and 1.30; this latter value is somewhat higher than the factor of 1.20–1.25 used operationally by NHC (J. Cangialosi 2016, personal communication).

b. Dropsondes in CM1

CM1 includes the capability to compute parcel trajectories within the model integration using a second-order Runge–Kutta time-integration scheme and trilinear interpolation. By modifying the vertical velocity used to transport parcels by adding a fall speed, we can simulate dropsonde trajectories in a realistic manner. Except for the fall speed, we are considering the dropsondes to be passively advected by the local resolved winds. Although dropsondes have inertia and so their horizontal velocities can differ from the wind velocity, this difference is generally quite small (Li and Miller 2014), so for our purposes, we can neglect this effect.

Note that for observed sondes, the postprocessed winds are generally retrieved from the dropsonde velocity by application of the “wind finding” equations, as presented by Hock and Franklin (1999). In our simulation, we know the “true” winds at the location of the simulated dropsonde, so no such correction is necessary.

The theoretical terminal fall rate of a dropsonde is given by (Hock and Franklin 1999)

$$w_{\text{fall}} = \left[2m_s g(C_{ds} A_s \rho)\right]^{1/2}, \quad (1)$$

where $m_s$ is the sonde mass, $g$ is the gravitational acceleration, $C_{ds}$ is the drag coefficient of the sonde, $A_s$ is the cross-sectional area of the parachute, and $\rho$ is the density of the air. The current generation Vaisala RD94 dropsonde weighs 322 g and has a parachute area of 0.09 m² and a nominal drag coefficient of 0.61, which yields a near-surface fall speed of 10–12 m s⁻¹. We use (1) along with the RD94 parameters and the simulated air density to calculate the fall speed of the simulated sondes, which is added to the vertical velocity of the air for the purpose of trajectory integration. This procedure occurs at every time step. Finally, we output diagnostic variables along the trajectories by interpolating model fields (including air velocity) to the sonde positions.

c. Observed versus virtual sonde sampling strategy

For a typical operational hurricane reconnaissance flight, a “figure four” or “alpha” pattern is executed, which involves two orthogonal passes through the center, yielding four radial legs, usually along intercardinal tracks that extend outward to 105 nm (196 km) from the TC center. According to the protocol of the National Hurricane Operations Plan (NHOP: OFCM 2017),
A sonde should be dropped at the location of the flight-level TC center (as determined by the wind speed minimum) found during each pass, as well as within the eyewall during each inbound and outbound leg; this procedure yields two eye sondes and four eyewall sondes per figure-four pattern. If aircraft range allows, two figure-four patterns can be executed in a single flight, resulting in eight eyewall sondes over a period of about 5 h (Uhlhorn and Nolan 2012). NHOP also mandates that the eyewall sondes should be released “at or just inward (within 12 km) of the flight-level radius of maximum wind,” noting that the inner edge of the radar eyewall can also be used as the drop location. Flight level varies with storm intensity, but for hurricane-strength TCs is usually 700 mb. Compared to the operational Air Force (AF) flights, the sampling strategy for NOAA research flights is more varied, and for some storms there can be a dozen or more eyewall sondes released during a single flight. Nevertheless, for most flights, there is a general goal to drop a single sonde just inward of the flight-level RMW on each inbound and outbound leg, and the total number of sondes that might potentially sample the strongest wind gusts remains limited. With present-day observations alone, it is not possible to determine how these sampling procedures affect observational measurements of peak wind speed in TCs.

In our simulations, we can release many thousands of virtual dropsondes at any location and any time. Partly for convenience, and to reduce computational cost, we choose to simultaneously release all virtual dropsondes for our analyses in this study. This is obviously unrealistic from an observational standpoint, but because our simulated TC is statistically steady, there is unlikely to be a systematic difference between simultaneous sampling and sequential sampling within the simulation. A primary goal of this study is to generate estimates of the probabilities of sampling extreme wind gusts, and this goal is facilitated by using very large sample sizes. Further, we can subsample our resulting dataset of virtual sondes in order to estimate the likelihood of sampling extreme wind gusts for an observed TC.

3. Evaluating the virtual sondes

Figure 3 shows horizontal cross sections of the instantaneous, 3-s mean, and 1-min mean 10-m wind speed at \( t = 266 \) min. Although there are numerous small-scale features with instantaneous wind speed exceeding 90 ms\(^{-1}\) (Fig. 3a), the 1-min mean wind speed field is relatively smooth (Fig. 3c), and the peak 1-min mean wind speed is only 77 ms\(^{-1}\). This is consistent with the time series in Fig. 1 and the results of Rotunno et al. (2009).
and underscores the fact that in this study, we are primarily examining instantaneous gusts, which are not representative of the mean winds that are conventionally used to define TC intensity. The paths of local extreme gusts can be seen in the 1-min mean field (Fig. 3c) as streaks of higher wind speed, which are approximately aligned with the surface wind direction (not shown).

We also examined the 3-s mean wind speed (Fig. 3b), as this averaging period is conventionally used by the wind engineering community. The 3-s and instantaneous winds are very similar in structure and, at most locations, differ little in magnitude. It is only the most extreme gusts for which the 3-s average wind speed is substantially weaker than the instantaneous wind speed. Except where indicated otherwise, all of the following analyses are based on the instantaneous wind speed. Note that although the 3-s period is commonly used for relating wind speed to structural damage, this convention is based on the properties of anemometers, and the most physically relevant averaging period for relating wind speed to damage is unknown (Dahl et al. 2017).

The sondes are released in a $321 \times 321$ grid (103,041 sondes) every 250 m in $x$ and $y$ (every eighth grid point), centered on the middle of the domain. For Fig. 3, we show only the northeast quadrant over a 20 km $\times$ 20 km box, though the sondes are released throughout the 80 km $\times$ 80 km LES subdomain. Although observational missions usually fly along constant pressure surfaces, for simplicity, we release the virtual sondes at constant height, and there is no reason to expect that this choice will have a systematic effect on our analyses. We chose a release height of 2500 m ASL, which is within the typical range of 700-mb heights for the eyewall region of intense hurricanes.

In this section, we aim to use the virtual dropsondes to demonstrate that the simulation compares reasonably well with observations. Toward this goal, in Fig. 4, we show vertical velocity versus height for nine different dropsondes. Eight of these dropsondes are simulated, and they are chosen because they happen to have similar peak updrafts at similar heights as those of the other sonde, which is a real dropsonde released within Hurricane Isabel (2005). We would suggest that it is quite challenging to determine from these vertical velocity profiles which one is from the real dropsonde. The real sonde is plotted in Fig. 4h. The only apparent visual difference between this profile and the others is that only this profile does not smoothly terminate at $w = 0$ m s$^{-1}$ at the surface. Zero vertical motion is an enforced boundary condition in the model, but the real ocean has waves, and for this and other reasons (including instrument errors), the observed vertical velocity need not be zero.

Figure 5 shows the profiles of horizontal wind speed for the same sondes as in Fig. 4. As with vertical velocity, the real dropsonde wind speed data are difficult to distinguish from the simulated dropsonde wind speed data. Overall, there is good qualitative agreement between the simulated and observed sonde profiles. This lends some confidence to our simulation and in particular to the realism of the representation of the turbulent boundary layer and the structures that result in extreme wind gusts and updrafts within the eyewall.

### a. Comparison of simulated and observed magnitudes of peak updrafts and wind speeds

Figure 6 shows PDFs of the maximum vertical velocity and maximum wind speed for the virtual sondes and for the observed dropsondes from the dataset of S16. The S16 dataset contains all NOAA and AF dropsondes from 1997 to 2013 that sampled updrafts of $\geq 10$ m s$^{-1}$ (termed w10) or wind speeds (ws) $\geq 90$ m s$^{-1}$ (termed ws90). Therefore, for our simulation, the PDF of maximum vertical velocity in Fig. 6a is taken from the subset of virtual sondes that sample $w \geq 10$ m s$^{-1}$, and the PDF of maximum wind speed in Fig. 6b is taken from the subset that sample ws $\geq 90$ m s$^{-1}$. Because the sample sizes are much larger for the simulation, we randomly sample the simulated sondes using the respective observed sample sizes and repeat this 10000 times to generate a mean PDF along with the 90% confidence interval. For both vertical velocity and wind speed, the most extreme sampled values are of similar magnitude between the simulation (Figs. 6a,b) and observations (Figs. 6c,d). The frequency of values in a given bin decreases monotonically with magnitude in the simulation and nearly so in the observations (with the irregularities indicative of the much more limited observation sample size). There is a sharper drop off in the observed distribution, with approximately twice as many samples in the lowest bin ($w = 10$–12 m s$^{-1}$, ws $= 90$–92 m s$^{-1}$) for the observed dropsondes as compared to the virtual dropsondes, and a Kolmogorov–Smirnov test indicates that the observed and simulated distributions are significantly different.

It is difficult to definitively determine the reason for the differences between the observed and simulated PDFs. With the caveat that it is possible that these differences are due to either model or observational biases, there are two other potential explanations that we suspect are more likely. In the simulation, the shapes of the PDFs vary for different subset radial ranges (not shown). As shown by S16, most observed ws90 and w10 sondes were dropped between 0 and 10 km inward of the flight-level RMW, and this is true for the simulated...
sondes as well. However, given the limited observational sampling and uncertainties in the representativeness of the local flight-level RMW, it is possible that differences between the observed and simulated PDFs are related to radial sampling differences along with the systematic variation of the distribution of extremes with radius relative to the RMW.

It is also possible that this difference in the PDFs is a consequence of differences between the intensity of the simulated TC and the typical intensities represented in the S16 datasets. From comparisons of other simulations (not shown), it is apparent that relatively small differences in the mean intensity can lead to large shifts in the tail of the PDF. The best track intensity of the observed ws90 sondes of S16 ranges from 130 to 160 kt (1 kt ≈ 0.51 m s\(^{-1}\)), with a median and mean of about 140 and 145 kt, respectively. We assess that a representative 1-min mean intensity of the simulation is approximately 150–155 kt. Though this is not that different from the mean observed intensity, it is possible that the true mean intensity of the observed TCs with ws90 sondes is somewhat weaker than the simulated TC. Though the observed extreme updrafts are overwhelmingly from strong hurricanes (S16), the median (and mean) best track intensity for the w10 dataset is 125 kt, substantially lower than that of our simulated storm. It is likely that the frequency of both extreme wind speeds and updrafts increases with TC intensity (based on the results of S16), and we suspect that the mean intensity difference is the primary cause of the differences between the observed and simulated PDFs. Because of this sensitivity, the comparison of the distribution of magnitudes of extremes between the S16 observations and a simulation such as this one is ultimately only useful for validating the accuracy of the model in a broad qualitative sense.

**FIG. 4.** Vertical velocity vs height for eight virtual dropsondes and one real dropsonde (Hurricane Isabel at 1752:48 UTC 13 Sep 2003). For this comparison, virtual sondes were selected based on their overall resemblance to the structure of the real profile in terms of the maximum updraft and the height at which it occurs. The virtual sondes were all released at \(z = 2500\) m, but only the lowest 1900 m of the profiles are shown to aid in comparison to the observed sonde.
b. Comparison of simulated and observed heights of peak updrafts and wind speeds

Figure 7 shows the heights of maximum vertical velocity and maximum wind speed for the virtual sondes, along with the respective heights from the S16 observational dataset. There is relatively good agreement between the simulated and observed heights of the w10 updrafts, in that extreme updrafts are sampled with similar frequencies at any height below the release point, including within the lowest 500 m. The peak updrafts are most frequently found from 2000 to 2500 m in the simulation, as opposed to 500–1000 m in the observations. It is possible that this represents a meaningful difference, but this could also reflect radial differences in sampling. Again, a qualitative evaluation of the simulated sondes is most appropriate, and in this sense, the distribution of heights of extreme updrafts is in good agreement between the simulation and the observations.

The height of maximum wind speed for observed ws90 sondes has a relatively strong peak at 400–600 m, although the maximum wind speed is sometimes found even within the lowest 200 m above the surface. The existence of extreme wind speeds within the lowest 200 m is also seen for the simulated sondes, and the peak of the distribution is found at similar heights, though slightly lower (200–400 m) for the simulated ws90 sondes. The PDF of heights is substantially broader for the simulation; there are no observed ws90 sondes with the maximum wind speed found above 1400-m height, whereas about 10% of the simulated ws90 sondes have maxima above this height. As with the w10 sondes, differences in sampling location may play a role in the differences in these heights. However, a larger influence is likely the sensitivity of the height of extreme gusts to the threshold value of wind speed. Figure 8 shows the distribution of heights of the peak simulated gusts, but for speeds exceeding 100 and 110 m s⁻¹, respectively.
Comparing Fig. 7b to Figs. 8a and 8b, it can be seen that the distribution of heights narrows as the threshold wind speed increases; for example, there are no simulated sondes that sample gusts exceeding 110 m s$^{-1}$ above 1200-m height. As we will later show, the strongest simulated gusts are indeed confined to the lowest 500–1000 m. That the peak wind speeds for the ws90 sondes are found at greater heights in the simulation than in the observed sondes likely indicates that the simulated storm is indeed somewhat more intense than the mean observed storm, consistent with the above comparison of best track intensities. Finally, note that in both the simulation and the observations, the strongest updrafts are found over a much deeper layer than the strongest wind speeds.

4. What features are the dropsondes sampling?

From the observed dropsondes alone, it is not possible to reliably determine the type of features that the dropsondes are sampling. This is for two reasons: a given feature is rarely, if ever, sampled by more than one sonde, and the sonde moves with the local horizontal wind as it falls relative to the local vertical wind. As discussed by S16, because an eyewall sonde trajectory is generally much more horizontal than vertical, what may appear to be vertical variations in kinematic and thermodynamic structure can actually be the aliasing of horizontal variability onto the vertical. In spite of these difficulties, in S16, we hypothesized that some of the sondes that sampled extreme updrafts or wind gusts had encountered coherent vortices along the inner edge of the eyewall. In our simulation, we can examine the structure of the features that exhibit these extremes. Here, we present an example of one such feature to illustrate the simulated structures. We have examined other individual updrafts in this simulation, as well as composites over many updrafts in preliminary coarser simulations (not shown), and we believe that the basic structural relationships shown in this example are
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broadly representative. A more comprehensive investigation will be presented in a future study.

Figure 9a shows the horizontal tracks of updrafts at approximately 200-m height that exceed a threshold of 15 m s\(^{-1}\) at a chosen initial time. All distinct updrafts from this single initial time that can be tracked and continuously exceed 15 m s\(^{-1}\) for at least 30 s are shown. In this example, there are 62 such features, with the longest trackable duration being 162 s. On average, these updrafts move radially inward at 12 m s\(^{-1}\) while translating azimuthally at 74 m s\(^{-1}\), and the rate of inward propagation slows down as the updrafts approach the inner edge of the eyewall, consistent with the azimuthal-mean structure of the boundary layer inflow (not shown).

Figure 9b shows the time series of maximum vertical velocity for the updraft that becomes the strongest among the tracked features (shown in magenta in Fig. 9a). Within a 2-min period, this updraft undergoes three distinct cycles of intensification and weakening, including an increase from 24 to 45 m s\(^{-1}\) over only 20 s. Also shown in Fig. 9b is the minimum vertical velocity within a 500 m \(\times\) 500 m box around the location of the peak updraft. A very strong downdraft develops during this period, reaching speeds exceeding 20 m s\(^{-1}\). Also associated with the updraft is a local maximum in horizontal wind speed, with a peak of 118 m s\(^{-1}\) and exceeding 100 m s\(^{-1}\) nearly continuously for about 100 s (Fig. 9c). Within the same 500 m \(\times\) 500 m box centered on the updraft, wind speeds as low as 51 m s\(^{-1}\) are found, indicative of tremendous horizontal variability within the eyewall. At the location of the updraft maximum itself, the wind speed is approximately halfway between the nearby maximum and minimum.

Figure 10 shows 1 km \(\times\) 1 km horizontal cross sections (centered on the tracked feature) of vertical velocity (Figs. 10a,d), wind speed (Figs. 10b,e), and relative vertical vorticity (Figs. 10c,f), at the times of maximum wind speed and maximum vertical velocity (left and right panels, respectively). At the time of maximum wind speed, a 17 m s\(^{-1}\) circular updraft about 200 m in diameter is embedded within a broader region of weaker upward motion and is found at the downstream (northern) edge of an elongated region of very strong
vorticity with a peak near 0.45 s⁻¹ and exceeding 0.3 s⁻¹ at the location of the updraft. The wind speed maximum of 118 m s⁻¹ is found just radially outward of the peak vorticity and outward and slightly azimuthally upstream of the updraft. Later (t = 81 s), the updraft is larger (300–400 m in diameter), elongated azimuthally, and nearly tripled in strength to 45 m s⁻¹. A 14 m s⁻¹ downdraft has formed just upstream of the updraft. The vorticity maximum has strengthened to about 0.6 s⁻¹ and is now nearly collocated with the updraft. Though the wind speed associated with the updraft at this height has decreased by nearly 20 m s⁻¹, there are still local maxima of about 100 m s⁻¹ along the outer edge of the updraft. Across the vorticity maximum, the wind speed varies by 42 m s⁻¹ over about 100 m. Just outward of the peak updraft, there is a local pressure minimum that is ~10 mb lower than its surroundings, collocated with a maximum in horizontal vorticity magnitude exceeding 1.0 s⁻¹ (not shown). Although the dynamics of such features are complex, it is clear that this extreme updraft and wind gust are closely intertwined and associated with a coherent vortex. This is consistent with the observational studies of Aberson et al. (2006) and Marks et al. (2008) and supports the hypothesis of S16 that extreme updrafts and wind speeds sampled by drop sondes are likely related to such vortices.

Very recently, Wurman and Kosiba (2018) presented in situ and Doppler radar evidence of subkilometer tornado-scale vortices (TSVs) in the eyewall of Hurricane Harvey (2017) at landfall, and they were able to associate particular radar-detected TSVs with localized damage swaths. Wurman and Kosiba (2018) found that the TSVs were common within the eyewall of Harvey, had typical wind speed perturbations of 10–20 m s⁻¹, and could be tracked for periods of 60–240 s. All of these characteristics are consistent with the features seen in our simulation. One difference is that the peak observed 3-s gust at 10 m AGL in Harvey was only 62 m s⁻¹, but this is consistent with the much weaker mean wind speed of ~45 m s⁻¹ (compared to 70–80 m s⁻¹ in our simulation).

5. Are the extreme updrafts and wind speeds rare?

In S16, we concluded that it is likely that extreme updrafts and wind gusts are always present in intense hurricanes but that given their small size, it is challenging to sample these features. From the observations alone, it is difficult to determine if, for example, a sonde was “lucky” to have sampled a rare 100 m s⁻¹ gust, or if instead there were many such gusts within the eyewall of such a storm. With the virtual sondes, we can try to answer this question.

a. Strength of the peak simulated wind gusts and updrafts

As discussed earlier, the peak simulated instantaneous wind gusts are typically 125–135 m s⁻¹ and occasionally exceed 140 m s⁻¹ (Fig. 1c). In comparison, the strongest wind speed measured by an observed dropsonde is 111.1 m s⁻¹ in Supertyphoon Megi (2010) at about 150-m height (see Fig. 4b of S16). This is exceeded only by an in situ tower measurement of 113.3 m s⁻¹ at 10-m height in Cyclone Olivia (1996) as it passed over Barrow Island, Australia (Courtney et al. 2012). We will show that this apparent discrepancy in the strength of the most extreme wind gusts is likely explained by observational undersampling.

Figure 11 shows the time series of the peak updrafts (Fig. 11a) and downdrafts (Fig. 11b) for the simulation. After a short adjustment period of about 10 min, the peak vertical velocities reach a quasi-steady state, as with the peak wind gusts shown in Fig. 1. The strongest
updrafts are generally between 35 and 45 m s$^{-1}$, although there are occasional updrafts as strong as 50–60 m s$^{-1}$. The magnitudes of the strongest downdrafts are consistently about 70%–75% of those of the strongest updrafts (Fig. 11c), with typical peak downdrafts of 25–30 m s$^{-1}$. For comparison, the strongest updraft in the dataset of S16 was 23.9 m s$^{-1}$ in Hurricane Kenna (2002); this has since been exceeded by a 27.4 m s$^{-1}$ updraft measured by a sonde in Hurricane Patricia (2015) (Rogers et al. 2017). An even stronger updraft of about 31 m s$^{-1}$ was measured in situ by the P3 aircraft in Hurricane Felix (2007) (Aberson et al. 2017). Though S16 did not specifically search for sondes with extreme downdrafts, many of the w10 sondes also sampled strong downdrafts, with the strongest being 22.7 m s$^{-1}$ in Hurricane Ivan (2004). Aberson et al. (2017) found that a dropsonde released 4 km away from the extreme updraft encountered by the P3 in Felix sampled a 25 m s$^{-1}$ downdraft just below where saturation first occurred. Interestingly, the strongest observed downdrafts are more comparable to the strongest simulated downdrafts, though this may be fortuitous. As with the extreme wind gusts, the discrepancy between the strongest simulated and observed low-level updrafts is likely explained by undersampling.

b. Where are the strongest wind speeds found?

Figure 12a shows the azimuthal-mean wind speed averaged over the final hour of the simulation, overlaid with the drop points and locations of wind speed maxima.
for the 97 virtual sondes that sampled wind speeds greater than 110 m s\(^{-1}\) (in keeping with our convention, also termed “ws110” sondes). Almost all of the maxima exceeding 110 m s\(^{-1}\) occur within the region where the mean wind speed is greater than 80 m s\(^{-1}\), which is also within the mean eyewall updraft (as defined by \(w \geq 1\) m s\(^{-1}\)). Consistent with Fig. 8b, most of the 110 m s\(^{-1}\) gusts are sampled below 500-m height, and all are below 1200 m. Nearly all of the virtual sondes that sampled the 110 m s\(^{-1}\) gusts were dropped inward of the mean updraft and about 4–8 km inward of the “flight-level” RMW (approximately 18.5 km). This is a consequence
of the substantial outward slope of the low-level RMW, which is induced by surface friction (Kepert 2001; Kepert and Wang 2001). Even for intense hurricanes, the effect of the radial drift of dropsondes is relatively small (e.g., Kepert 2006a), and in our simulation, most ws110 sondes land within a 1- or 2-km radius of where they were dropped. On average, the peak sampled wind speed actually occurs about 750 m outward of the drop location, as the sondes spend most of their time within outflow. Therefore, the slope of the RMW has a much greater effect on the sampling of maximum winds than does the radial displacement of sondes as they fall, which is consistent with the discussion of Powell et al. (2009). To sample the strongest wind gusts, it is necessary to drop sondes nearly directly above the boundary layer tangential wind jet, which is about 5 km inward of the flight-level RMW for this simulation. This supports current operational practices and is consistent with observations of RMW slope (Powell et al. 2009). Note that S16 found that the median drop location of the observed ws90 sondes was 4 km inward of the flight-level RMW, which is also consistent with this simulation.

Also shown in Fig. 12a are the drop points and locations of updraft maxima for the 138 virtual sondes that sampled vertical velocities greater than 25 m s\(^{-1}\) ("w25" sondes). Note that five of the ws110 sondes are also w25 sondes. Consistent with Fig. 7, the most extreme updrafts are found over a much deeper layer than the most extreme horizontal wind speeds, and this is also consistent with the observations of S16. Some of the w25 sondes exhibit peak vertical velocities well above the release height, and this is due to the upward movement of sondes within updrafts that exceed the sonde fall speed (10–12 m s\(^{-1}\)). All of the peak updrafts occur within or very near to the mean eyewall updraft. The innermost drop radius of the w25 sondes is about the same as for the ws110 sondes, but there are more w25 sondes dropped farther outward, up to approximately the flight-level RMW. The reason for this difference is again that the extreme updrafts exist within a deeper layer, including at and above flight level, and since the eyewall slopes outward, the more elevated updrafts are sampled by sondes that are released farther outward.
FIG. 12. (a) Azimuthal- and time-mean ($t = 3–4 \, h$) wind speed. Time mean of the (b) maximum wind speed, (c) minimum wind speed, and (d) difference between the maximum and minimum wind speed. Azimuthal- and time-mean (e) simulated radar reflectivity and (f) relative humidity. For all panels except (e), the azimuthal-mean 1 m s$^{-1}$ updraft is contoured in magenta. In (e), the 0.1 g kg$^{-1}$ cloud water mixing ratio is contoured in blue. In (d), the azimuthal-mean wind speed is contoured every 10 m s$^{-1}$ in white. For all panels except (d), the release locations of the ws110 and w25 virtual sondes are indicated by white and black circles, respectively, and the respective locations of maximum wind speed and vertical velocity are indicated by white and black dots, respectively.
Figures 12b and 12c are similar to Fig. 12a, but instead of the azimuthal-mean wind speed, they respectively show the maximum and minimum wind speeds at each radius and height. As with the azimuthal-mean analysis, we average the maximum and minimum in time over the last hour of the simulation (in order to smooth the somewhat noisy snapshots), and so the peaks in the plots somewhat underestimate the true time mean of the extremes. For example, the mean of the maximum wind speed over the 61 snapshots is 124.9 m s\(^{-1}\), whereas the maximum shown in the 1-h mean field is 112.8 m s\(^{-1}\). The former value is more representative of the actual typical peak wind speed within the simulation, but the time-averaged field is qualitatively consistent and allows us to see where the simulated dropsondes are found relative to the location of the true peak wind speed. Perhaps not surprisingly, the dropsondes that sample 110 m s\(^{-1}\) gusts are mostly found where the time-mean maximum wind speed is near or exceeds 110 m s\(^{-1}\). Very few of these sonde-sampled maxima are found beyond the region where the mean maximum wind speed exceeds 100 m s\(^{-1}\). Together, this indicates that the most extreme wind gusts are not rare transient phenomena, but instead are ubiquitous features of the shallow and narrow region where azimuthal-mean wind speed is strongest. Further, it can be seen that the region of strongest wind gusts is nearly aligned with the axis of strongest azimuthal-mean wind speed. At the same radius–height location where the strongest wind gusts are found, there are also wind speeds as low as 60–65 m s\(^{-1}\) (Fig. 12c). As shown in Fig. 12d, average differences between the strongest and weakest winds at a given radius–height location are nearly 60 m s\(^{-1}\) in the lowest 100 m above the surface, in the region of strong radial gradient of the azimuthal-mean wind speed. Even at the location of strongest azimuthal-mean wind speed, the average difference between the maximum and minimum wind speeds exceeds 45 m s\(^{-1}\), indicating a tremendous amount of variability within the mean boundary layer jet.

Figure 12e shows the azimuthal-mean simulated radar reflectivity, along with the 0.1 g kg\(^{-1}\) cloud water mixing ratio. The ws110 virtual sondes are generally released in the region of strongest reflectivity gradient (i.e., across the inner edge of the eyewall). Some ws110 sondes are released within the “flight-level” eye, and they fall into the sloping eyewall cloud. Just inward of the eyewall updraft, there is a sharp gradient in relative humidity (Fig. 12f), and many of the sondes that eventually sample the strongest wind speeds are released within the relatively dry (RH = 70%–85%) region that would be generally considered to be the eye. These characteristics are consistent with the observations of extreme wind speeds in Hurricane Isabel (2003) presented by S16 (their Figs. 16–18). Many of the w25 sondes are also released within either the eye or the eye/eyewall interface, although some are released closer to the high-reflectivity eyewall core, consistent with the deeper layer of extreme updrafts as compared to extreme wind gusts.

For this simulation, the azimuthal-mean vertical velocity increases monotonically with height at low levels (Fig. 13a), with a maximum at 5-km height. Although the locations of peak wind gusts are well related to the location of peak azimuthal-mean wind speed (Fig. 12a), this is not the case for the relationship between the locations of peak updrafts and azimuthal-mean vertical velocity. As seen in Fig. 13b, there are two distinct maxima in time-averaged maximum updraft strength: one at about 4.8-km height (28.0 m s\(^{-1}\)) and another at about 1200 m (27.4 m s\(^{-1}\)). The low-level maximum is in a region where the azimuthal-mean updraft is less than half of that at the midlevel maximum, and many of the strongest sonde-sampled updrafts are found where the mean vertical velocity is relatively “weak.” This difference between azimuthal-mean structure and distribution of extreme updrafts is related to the distribution of extreme downdrafts, which of course also contributes to the azimuthal mean. Figure 13c shows that on average, the strongest downdrafts are found within the lowest kilometer, and peak downdraft strength generally decreases monotonically above. In fact, there are very few downdrafts at all in the midlevel eyewall in this simulation, with nearly 100% positive vertical velocity for a narrow corridor within the mean eyewall updraft above about 2.5-km height (Fig. 13d). There are downdrafts that flank either side of the midlevel eyewall, though these are weaker than the downdrafts found within the boundary layer.

That the extreme updrafts are found over a deeper layer than are the extreme wind gusts (as seen in both the simulation and the observations) appears to reflect two factors. First, the peak azimuthal-mean wind speed is found much lower than the peak azimuthal-mean vertical velocity (cf. Figs. 12a and 13a), and the increase of the mean updraft with height in the lower troposphere allows for the strongest local updrafts to occur over a deep layer, even if the perturbations are smaller at greater heights. Second, the region of strongest vertical velocity perturbations is relatively deep (nearly constant over the lowest 2 km; Fig. 13f), whereas the strongest wind speed perturbations are found near the surface and rapidly decrease in magnitude with height (Fig. 12d). The low-level peak of the mean wind speed is understood to result from the supergradient boundary layer jet (Kepert and Wang 2001; Kepert 2006b), and the midlevel peak of the mean updraft is likely related to
FIG. 13. (a) Azimuthal- and time-mean ($t = 3$–$4$ h) vertical velocity. Time mean of the (b) maximum and (c) minimum vertical velocity, and (d) percentage of grid points with $w > 0 \text{ m s}^{-1}$. (e) Azimuthal and time mean of the resolved TKE. (f) Time mean of the difference between the maximum and minimum vertical velocity. The $1 \text{ m s}^{-1}$ azimuthal-mean updraft is contoured in magenta for (b),(c),(e),(f) and in white for (d). The 50% contour is in black in (d). For (a)–(d), the release locations of the ws110 and w25 virtual sondes are indicated by white and black circles, respectively, and the respective locations of maximum wind speed and vertical velocity are indicated by white and black dots, respectively. Note that (a)–(c) show only the lowest 4 km (as in Fig. 12), whereas (d)–(f) extend to $z = 15$ km.
the integrated effects of buoyancy. The reason for the differences in the vertical structure of the perturbation wind speed and vertical velocity is currently unclear. We speculate that local buoyancy becomes important for the more elevated extreme updrafts, which results in large perturbation vertical velocities in the absence of similarly large perturbation wind speeds.

c. What is the likelihood of sampling the strongest wind speeds and updrafts with drop sondes?

The typical peak instantaneous wind speed in our simulation of $\approx 130 \text{ m s}^{-1}$ exceeds (by about 15%) the strongest gust ever observed in a tropical cyclone. Further, although 14 different storms of category 5 intensity have been sampled by GPS drop sondes through 2016, there are only eight drop sondes that have ever measured wind speed in excess of $100 \text{ m s}^{-1}$, and six of those were from Supertyphoon Megi, with one each from Hurricanes Isabel (2003) and Ivan (2004). From a subjective count, there have been roughly 300 drop sondes released within the eyewalls of observed category 5 hurricanes, though the number per storm varies greatly, and nearly half of such sondes were released in a single storm (Isabel). Hurricane Patricia, which by some estimates is the strongest TC ever observed, had a peak dropsonde-measured wind speed of only $98.3 \text{ m s}^{-1}$ (Rogers et al. 2017). As all but one observed category 5 TC has had at least one sonde-measured wind speed exceeding $90 \text{ m s}^{-1}$, we can infer that gusts of this magnitude are quite common within such storms. From the observations alone, it is unclear if gusts of $100-110 \text{ m s}^{-1}$ are typical or not for intense TCs. It is also unclear how realistic the simulated wind gusts of $120-140 \text{ m s}^{-1}$ are, given that we have never observed such wind speeds in tropical cyclones. We can address both these questions with the simulated drop sondes.

Figure 14 shows the percentage of simulated drop sondes that sample instantaneous wind speeds exceeding thresholds varying from 90 to $110 \text{ m s}^{-1}$, binned by drop radius every kilometer. Consistent with Fig. 12, the highest frequency of sampling extreme wind speeds occurs for sondes dropped between about 4 and 8 km inward of the “flight-level” RMW. A random sonde dropped in this region is very likely to sample a $90 \text{ m s}^{-1}$ wind gust, qualitatively consistent with observations of category 5 TCs. As the threshold increases, however, the probability of sampling such gusts becomes rather low. In total, 50% of sondes dropped between radii of 11 and $12 \text{ km}$ sample gusts exceeding $100 \text{ m s}^{-1}$. This may seem high compared to observations, but the probabilities drop off sharply on either side of this narrow peak, and for a real storm, it is unknown precisely which radius will maximize the sampled winds, so a single eyewall sonde is still unlikely to sample such a gust. The observed $w_{90}$ sondes were mostly dropped over a 10-km radial range relative to the flight-level RMW (see Fig. 6c of S16), indicating that a typical eyewall sonde will often miss sampling a 1-km-wide region of peak gusts. The peak probability of sampling a gust exceeding $110 \text{ m s}^{-1}$ within the simulation is less than 5%, and this is qualitatively consistent with the fact that only one such gust has been observed by drop sondes. Out of 15056 simulated sondes dropped between 10- and 20-km radius, there is but a single sonde that sampled a gust exceeding $120 \text{ m s}^{-1}$ (120.7 m s$^{-1}$; not shown). This is in spite of the fact that there are nearly always gusts exceeding $125 \text{ m s}^{-1}$ somewhere within this simulated hurricane. It is extremely unlikely that a virtual sonde dropped within the eyewall of the simulated storm will sample gusts exceeding about $110 \text{ m s}^{-1}$, which is similar to the strongest observed gust. Given these results, it is reasonable to suppose that real category 5 hurricanes

---

5 The NOAA dropsonde that sampled the peak wind speed failed at 1100 m, and there were only four eyewall sondes with data in the lowest kilometer from that flight. There are no available AVAPS files from the earlier AF flight, but the TEMPDROP messages indicate a sonde that sampled a $99 \text{ m s}^{-1}$ wind speed. Additionally, 1-s flight-level winds of 103 and 105 m s$^{-1}$ were measured on the AF and NOAA missions, respectively.

6 The peak sonde-measured wind in Hurricane Matthew (2016) was only $78 \text{ m s}^{-1}$, but this is likely explained by the fact that there were only three sondes that measured low-level winds within the eyewall when Matthew was a category 5 storm, and these sondes all likely missed the band of strongest winds.
contain peak gusts of 120–140 m s\(^{-1}\) that have never been observed.

We can also estimate the probability that a given flight through a category 5 hurricane will sample (with drop-sondes) extreme wind gusts of various thresholds. Figure 15 shows the probability distribution of peak wind speed sampled by random combinations of drop-sondes released between 10- and 18-km radius. For this analysis, we assume that a hypothetical aircraft would release sondes in this region with a uniform probability in radius, and so for each sonde, we first randomly choose one of eight 1-km-wide radial bins and then randomly choose a sonde from within the chosen bin. This is done for combinations of 1, 2, 4, 8, 16, and 32 sondes, and for each set of sondes, we find the maximum wind speed over the set. For each of these six sonde combinations, we repeat this procedure 10 000 times, resulting in six different PDFs of peak sampled wind speed.

For a single random sonde dropped in the eyewall, the peak sampled wind speed is most likely to be 90–95 m s\(^{-1}\), though the spread is relatively large, and there is also substantial probability of the peak being 85–90 or 95–100 m s\(^{-1}\). This single-sonde scenario is perhaps the most representative. Although most observational missions drop at least four eyewall sondes, there is a strong preference for the peak wind speed to be found in one half or one quadrant of the storm (S16). Our simulation has no such preference because there is no vertical wind shear or storm motion, but in a real TC, at least half of the eyewall sondes are unlikely to be in a favorable region to sample the maximum winds. This likely in part explains why the probabilities of sampling wind gusts exceeding 90 m s\(^{-1}\) are somewhat higher here as compared to observations (Fig. 6d), along with the fact that the simulated storm is somewhat more intense than the average of the observed storms. As we increase the number of sondes, the most likely peak sampled wind speed increases, and the PDF also narrows. With eight random sondes, there is a 45% chance of the peak falling between 100 and 105 m s\(^{-1}\). Even with 32 sondes, there is a 70% chance that the peak sampled wind speed is less than 110 m s\(^{-1}\). Therefore, even with dropsonde coverage much greater than is typical, it is likely that the peak wind gusts will be greatly underestimated by 15–30 m s\(^{-1}\).

It is worthwhile to compare the above results to the recent studies of Uhlhorn and Nolan (2012) and Nolan et al. (2014), which highlighted the consequences of undersampling in the estimation of tropical cyclone intensity (as defined by the maximum 1-min wind speed at 10 m ASL). For a high-resolution (\(\Delta x = 1.33\) km) simulation of Hurricane Isabel (2003), Uhlhorn and Nolan (2012) found using simulated SFMR observations that a typical flight pattern underestimated the true intensity (60–70 m s\(^{-1}\)) by, on average, 5.5 m s\(^{-1}\) (8.5%).

![Fig. 15. PDFs of the maximum wind speed sampled by combinations of (a) 1, (b) 2, (c) 4, (d) 8, (e) 16, or (f) 32 random virtual sondes released within the eyewall (\(r = 10–18\) km). Details are described in the text.](image-url)
Nolan et al. (2014) analyzed simulated anemometer data for a “nature run” simulation (Nolan et al. 2013) and found that a random, but ideally located (near the RMW and on the right side of the TC), anemometer underestimated the true intensity (66 m s\(^{-1}\)) by, on average, 9 m s\(^{-1}\) (12%). Our present study examines peak instantaneous wind gusts at any height (not just 10 m), and so our simulated dropsonde analyses are not directly comparable to Uhlhorn and Nolan (2012) and Nolan et al. (2014). Nevertheless, it is clear that undersampling by dropsondes is more severe than either SFMR or fixed anemometers, as a single dropsonde in our simulation will typically underestimate the true peak instantaneous gust (\(\approx\)130 m s\(^{-1}\)) by 30–40 m s\(^{-1}\) (\(\approx\)20%–30%). We also examined the maximum 1-min surface wind speed in our simulation using simulated anemometers (not shown) and found that the true intensity was underestimated by, on average, 6%, comparable to (though somewhat less than) the results of Nolan et al. (2014). In a future study, we plan to more directly assess the underestimation of TC intensity itself by dropsondes.

6. How strong are the strongest wind gusts in tropical cyclones?

For measuring maximum short-period gusts, there is currently no substitute for dropsondes, except for the rare storm that happens to pass over an instrumented tower. There are two notable such cases: Cyclone Olivia (1996) and Cyclone Orson (1989), both of which passed over towers off the northwest coast of Australia. Olivia holds the current official world record for 3-s wind gust at 10 m AGL, measured as 113.3 m s\(^{-1}\) on Barrow Island, 6 km inland and 64 m ASL, as well as 50 km offshore of the mainland. Black et al. (1999) and Courtney et al. (2012) present a thorough discussion of this record wind gust and show that it occurred as the inner edge of the western eyewall passed over the station. Remarkably, the 5-min mean wind speed during the period of the peak gust was only 41.3 m s\(^{-1}\), and indeed, the official intensity of Olivia corresponded to a maximum 1-min mean wind speed of only 115 kt. Although it is likely that the peak wind gusts were somewhat enhanced beyond what they would be over the open ocean, this still indicates that the true peak wind gusts in stronger storms must be substantially higher than what was observed in Olivia, and this inference is consistent with what we find in our simulation.

Cyclone Orson passed over an offshore (130 km from the mainland) natural gas production platform as a category 5 TC with an official peak 1-min wind speed of 140 kt. An anemometer at 36.4 m ASL measured a peak 1-min wind speed of 66.4 m s\(^{-1}\) and a peak 3-s wind speed of 132.6 m s\(^{-1}\), which, if valid, would be by far the strongest wind gust ever directly measured (Harper et al. 2010). As discussed by Harper et al. (2010), this measurement was originally dismissed as likely to be erroneous. However, Harper et al. (2010) note that the continuous time series of the 1-min mean wind speed appears to be reasonable, suggesting that the extreme 3-s gust might actually be real. Ultimately, they conclude that the validity of this measurement cannot be determined, as the instrument was eventually destroyed, and so this measurement is not currently recognized as a record. Our analysis supports the conclusion that gusts of 130 m s\(^{-1}\) are indeed plausible for a category 5 TC.

Although gusts exceeding 110 m s\(^{-1}\) are very unlikely to be sampled with a random dropsonde, the probability of sampling such extremes is much higher for a given tower as compared to a given dropsonde. To illustrate this, we compare simulated tower data to simulated dropsonde data in Fig. 16. As described by Worsnop et al. (2017b), the towers (spaced at 1-km intervals) record 10 min of data at every time step and every model level below 500 m ASL. Figure 16a shows the peak instantaneous wind speed from the towers over this 10-min period, as a function of radius (binned each kilometer) and height (lowest 200 m is shown). Figure 16b is similar, but shows the azimuthal mean (over all towers in each radial bin) of the peak instantaneous wind speed; in other words, this shows the expected value of the peak wind speed from a random tower at a given radius. Figures 16c and 16f are analogous to Figs. 16a and 16b, but instead are for the simulated dropsondes, binned every 1 km by the drop radius and vertically every 20 m. Despite having 16 times the horizontal density of the towers, the simulated dropsondes sample peak wind speeds that are 20 m s\(^{-1}\) less than sampled by the simulated towers (cf. Figs. 16a,e), with the expected value for a random dropsonde weaker by nearly 25 m s\(^{-1}\) (cf. Figs. 16b,f). This difference is because a fixed tower samples the same location for a much longer period of time than does a dropsonde. From a practical standpoint, observed TCs tend to have the strongest winds sampled by dropsondes and not towers, simply because very few storms have any tower data at all. From the perspective of risk, however, simulated towers are much more representative of the fixed structures that are in the path of TCs and that are susceptible to damage or destruction. Therefore, the risk to structures from extreme wind gusts is substantially greater than that implied by the dropsonde observations.

Finally, in order to more directly compare our simulation to the observations of Cyclones Olivia and Orson, Figs. 16c and 16d are the same as Figs. 16a and 16b, but
showing the peak 3-s gusts. The absolute maximum over all towers is 15 m s\(^{-1}\) weaker for the 3-s gust as compared to the instantaneous wind speed (consistent with the time series of 10-m wind speed in Fig. 2a). However, on average, the 3-s gusts from any random tower are only a few meters per second less than the peak instantaneous wind speeds (cf. Figs. 16d,b). At the model level (39 m ASL) closest to the height of the Orson observations, the peak 3-s gust within a 10-min period from any tower is 119.2 m s\(^{-1}\), while the bin-averaged peak 3-s gust is 105.2 m s\(^{-1}\). For a real storm, the expected value of the peak gust will depend on the storm translation speed and the width of the eyewall, but the 10-min period of simulated data here appears comparable to the period of intense winds experienced by the tower in Orson [see Fig. 3.2a in Harper et al. (2010)]. Although it is possible that the Orson observation is either in error or is “lucky,” this comparison may indicate that our simulation actually

**FIG. 16.** Radius–height distributions of the peak gusts sampled by simulated (a)–(d) towers and (e),(f) dropsondes. (left) Maximum over all towers/sondes in each 1-km radial bin; (right) azimuthal mean of the maximum from the towers/sondes in each bin. The peak instantaneous and 3-s gusts within a 10-min period are shown in the top and middle rows, respectively. The respective maximum values are indicated in each panel.
underestimates the strength of near-surface wind gusts. The validity of the Olivia surface observation is not in question, but the occurrence over slightly elevated terrain and over land makes a comparison to the simulation more uncertain. Nevertheless, the peak and bin-averaged 3-s wind gusts at 10 m from the simulated towers are 101.9 and 91.1 m s\(^{-1}\), respectively, substantially less than the 113.3 m s\(^{-1}\) observed in Olivia. Considering that the mean intensity of Olivia is actually estimated to be weaker than that of our simulation, this is again consistent with the simulation underestimating the near-surface wind gusts.

7. Summary and conclusions

In this study, we examined virtual dropsondes within a large-eddy simulation (\(\Delta x = 31.25\) m) of an intense hurricane to examine extreme low-level wind gusts and updrafts. These features were investigated with observed dropsondes in S16, where we found evidence that suggested that such extreme wind speeds and vertical velocities are associated with subkilometer-scale vortices that can exist along the eye/eyewall interface. In this current study, we aimed to 1) validate the ability of the LES to realistically simulate turbulence in an intense hurricane, 2) explore the nature of the features that produce extreme wind speeds, 3) determine the magnitude of the strongest gusts that are likely to occur within tropical cyclones, and 4) estimate the likelihood of sampling extreme wind speeds.

Starting from an axisymmetric vortex, our simulated TC developed statistically steady 3D turbulence within 10–20 min, with maximum 1-min surface winds (80 m s\(^{-1}\)) representative of a strong category 5 hurricane. As in the observational dataset of S16, many of the simulated dropsondes sampled extreme wind gusts and/or updrafts, and it is fairly easy to find simulated sondes that exhibit wind speeds or vertical velocities that resemble observed sondes both in magnitude and in structure. Indeed, we showed that it is quite challenging to identify a real dropsonde from among a set of similar virtual sondes. This indicates that turbulent structures within the low-level eyewall are being reasonably well simulated in our LES.

S16 examined a dataset of all observed dropsondes that sampled wind speeds exceeding 90 m s\(^{-1}\) and/or updrafts exceeding 10 m s\(^{-1}\). Here, we compared the virtual to the observed dropsondes in terms of the distributions of the magnitudes of these extremes and the heights at which they were found. We found that qualitatively, the PDFs compared reasonably well, especially given that we were comparing a single simulation to a set of observations from many storms of varying intensities and sizes. Importantly, the most extreme sampled wind speeds and vertical velocities are similar between the virtual and observed dropsondes. In both observations and the simulation, the most extreme wind gusts are confined to a substantially shallower layer than that of the most extreme updrafts. Extreme wind gusts and updrafts can be found within the lowest 100–200 m above the surface in both observations and the simulation.

We presented an example of a particularly extreme simulated feature, characterized by peak instantaneous wind speeds and vertical velocities at 200-m height of 118 and 45 m s\(^{-1}\), respectively. We were able to track this feature in time for about 2 min as it moved tangentially and radially (inward) at about 75 and 10 m s\(^{-1}\), respectively, evidently steered by the mean TC circulation. This feature evolved quite rapidly, with the vertical velocity increasing by about 20 m s\(^{-1}\) over a period of only 20 s. Consistent with the hypothesis of S16 and with the observations of Aberson et al. (2006) and Marks et al. (2008), this extreme wind gust and updraft were both associated with a coherent vortex found along the inner edge of the eyewall. The spatial relationships among the wind speed, vertical velocity, and vertical vorticity appear to remain generally consistent in time: an updraft nearly collocated with a vorticity maximum, with a downdraft just azimuthally upstream and a wind speed maximum just radially outward and slightly upstream.

In our simulation, the strongest wind gusts and updrafts are found nearly exclusively within a narrow (approximately 5-km wide) zone encompassed by the sloping mean eyewall updraft, and this is consistent with the observational findings of S16. To sample the strongest wind gusts in the simulation, it is necessary to release the sondes 4–8 km inward of the “flight-level” RMW, and this is consistent with S16 and with existing operational practice for hurricane reconnaissance. There is tremendous variability of the local wind speed within the low-level eyewall, with a typical range of 40–50 m s\(^{-1}\) at the location of peak azimuthal-mean wind speed. As a result, any given dropsonde could happen to sample wind speeds much lower or higher than the mean.

Wind speeds within the simulation exceed 120 m s\(^{-1}\) somewhere within the TC at nearly all times, and occasionally there are wind speeds exceeding 150 m s\(^{-1}\). Such winds are substantially stronger than have ever been observed in TCs. Because of the small area encompassed by the most extreme winds, it seems unlikely that they would be sampled with dropsondes using present-day techniques, and we found that while wind speeds of 90–100 m s\(^{-1}\) are sampled fairly often by the simulated dropsondes, sampled winds exceeding about 110 m s\(^{-1}\) were extremely rare. This is consistent with the fact that wind speeds exceeding 90 m s\(^{-1}\) have been found in
nearly all observed category 5 storms, but only one observed sonde has sampled greater than 110 m s\(^{-1}\). Of course, it is possible that there are biases in the simulation analyzed in this study, which may affect our results. Such potential biases could result from uncertainty in the surface stress and the subgrid-scale turbulence model, as well as from physical processes that are not explicitly included in the LES, including ocean waves. Nevertheless, the good agreement between the simulated and observed dropsondes leads us to conclude that it seems likely that 120–140 m s\(^{-1}\) instantaneous wind speeds are present in actual intense TCs.
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