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ABSTRACT: A novel methodology for modeling ice–ice aggregation is presented. This methodology combines a modified hydrodynamic collection algorithm with bulk aggregate characteristic information from an offline simulator that collects ice particles, namely, the Ice Particle and Aggregate Simulator, and has been implemented into the Adaptive Habit Microphysics scheme in the Weather Research and Forecasting Model. Aggregates, or snow, are formed via collection of cloud ice particles, where initial ice characteristics and the resulting geometry determine aggregate characteristics. Upon implementation, idealized squall-line simulations are performed to examine the new methodology in comparison with commonly used bulk microphysics schemes. It is found that the adaptive habit aggregation parameterization develops snow and reduces ice mass and number concentrations compared to other schemes. The development of aggregates through the new methodology cascades into other interesting effects, including enhancements in ice and snow growth, as well as homogeneous freezing. Further microphysical analyses reveal varying sensitivities, where snow processes are most sensitive to the new parameterization, followed by ice, then cloud, rain, and graupel processes. Further, the new scheme results in enhancements in surface precipitation due to the persistence of snow at lower altitudes. This persistence is a result of shape-dependent melting and sublimation, increasing the residence time. Moreover, these low-level enhancements are reflected in increases in radar reflectivity at the surface and its spatial distribution. Finally, the ability to predict snow shape and density allows for the simulation of polarimetric radar quantities, resulting in signature enhancements compared to schemes that do not consider spatial and temporal variations in snow shape and density.
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1. Introduction

The development of most precipitable hydrometeors relies on the growth of ice crystals. Bergeron presented at the International Union of Geodesy and Geophysics (IUGG) conference in 1933 (Braham 1968) the hypothesis that most rain drops are derived from ice crystals in supercooled clouds. Subsequent research (e.g., Houghton 1950) indicated that within the midlatitudes, a combination of the Wegener–Bergeron–Findeisen (WBF: Wegener 1911; Bergeron 1935; Findeisen 1938) process and the growth via collection are required for the production of precipitation-sized rain drops, and that if ice crystals are present, precipitation development is dominated by ice-crystal growth processes rather than by warm-phase collision–coalescence. Houghton (1950) extend the collection possibilities to growth via “clumping of snowflakes,” depositional growth of ice crystals that melt and then grow through warm accretion, and the formation of graupel.

The growth of ice crystals through vapor deposition is a fundamental and necessary mechanism for ice crystal evolution and at times sufficient to develop precipitation-sized hydrometeors in shallow wintertime convection. However, precipitation in deeper convective environments wherein hydrometeors must reach appreciable speeds, and thus sizes, to sediment, cannot grow through vapor deposition alone. To this point, the WBF process dominates as a critical catalyst for the formation of precipitation until the crystals achieve terminal velocities similar to those of drizzle, at which point this process becomes secondary to collection processes, such as aggregation and riming (Houghton 1950).

Aggregation is the process by which two or more individual or aggregated ice crystals join, which can occur in any cloud in which ice crystals are present: aggregates are especially prevalent in clouds that are sufficiently deep to encompass several temperature regimes. Aggregates can develop at any altitude and be advected into multiple regions. Areas where ice particles can become dendritic allow for collection through interlocking (Rogers and Yau 1989); this interlocking is also prevalent for bullet rosettes, which occur at temperatures \( T < -30^\circ C \) and are common in cirrus. However, Braham (1968) indicated that aggregation is most prevalent at temperatures of \( 0^\circ -10^\circ C \), echoing Hosler et al. (1957) in that the likelihood of aggregation increases as temperatures increase toward 0°C, becoming negligible for temperatures \( < -25^\circ C \). Warmer dendritic temperatures \( (T \sim -12^\circ C) \) not only result in ice particles with branching arms amenable to interlocking (Phillips et al. 2015)
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but are also theorized to be associated with a quasi-liquid layer\(^1\) on ice crystal surfaces (Kuroda and Lacmann 1982), effectively increasing the “stickiness,” indicating a dependency for collection efficiency on both temperature and particle size, as formulated by Phillips et al. (2015). This can occur for any particle formed at low temperatures that falls into warmer regions. This process is most effective in midlatitude cloud systems with relatively low liquid water contents (LWCs), reducing mass loss due to warm-phase precipitation, increasing cloud lifetime, and enabling the persistence of cold-phase growth processes. Such systems can produce many frozen hydrometeors with high sedimentation rates, affecting not only the precipitation rate at the surface but also the phase partitioning within the cloud and scattering properties at cloud top due to the loss of larger and less pristine ice crystals.

The effect of nonspherical ice–ice aggregation is explored herein. Minute intricacies associated with ice growth from vapor deposition were explored through development of the adaptive ice habit model in Harrington et al. (2013a). This work extends such development to include the effect of nonspherical ice–ice aggregation and is analyzed herein. While a number of investigations of processes affected by the nonspherical growth of ice crystals have followed the development of the adaptive habit model (AHM; Harrington et al. 2013b; Sulia et al. 2013, 2014; Sulia and Kumjian 2017a,b; Jensen et al. 2017, 2018a,b; Harrington et al. 2019; Gaudet et al. 2019), including the development of a riming scheme (Jensen and Harrington 2015), detailed investigations of the impact of ice habit on aggregation are lacking. Hence, a novel methodology is employed for the representation of snow via ice–ice aggregation. This work builds upon that of Przybylo et al. (2019) and the extension of the Ice Particle and Aggregate Simulator (IPAS; Schmitt and Heymsfield 2014) to first establish a robust database of aggregate properties, which is then integrated into the AHM. A description of the models and new methodology are outlined in the following section. Upon integration, idealized squall-line simulations are performed to assess the microphysical sensitivities of the new ice–ice aggregation scheme and cascading effects. Further idealized investigations are performed to understand the impacts of the new scheme on resulting modeled surface precipitation and polarimetric radar signatures. This investigation concludes with summary remarks and intentions for future work.

2. Model description and methodology

A new methodology for modeling ice–ice aggregation has been developed adhering to AHM specifications. The growth of ice from vapor is computed within the AHM, the shape and size of which are then used as inputs to IPAS. IPAS then computes resulting aggregate shape, size, and density information. Separately, a modified hydrodynamic collection kernel is used to compute aggregate mass and number. Both techniques are offline and used to populate lookup tables then implemented into the AHM for the prediction of aggregates. This methodology is described below, following a brief overview of the AHM.

a. AHM

Hydrometeors are assumed to be spherical within many commonly used microphysical schemes. In some cases, ice particles and snow are parameterized to follow an equivalent volume method with a fixed density (e.g., Lin et al. 1983; Reisner et al. 1998; Thompson et al. 2004; Morrison et al. 2009) or assume ice particle shape a priori according to temperature using mass–dimensional relationships (e.g., Koenig 1971; Walko et al. 1995; Woods et al. 2007; Thompson et al. 2008). Although these methods may be appropriate for liquid hydrometeors (rain and cloud drops), and in some frozen cases outside of habit-prone regimes, these methods diagnose the evolution from predefined parameters and do not allow for the nonlinear evolution of particle shape with growth and hence are unable to capture the detailed growth (mass and size) and advective history of these particles. This deficiency can cascade into incorrect predictions of liquid and ice masses and ice sedimentation (e.g., Harrington et al. 2013a; Sulia et al. 2014), collection efficiency (e.g., Ono 1969; Hall 1980; Jensen and Harrington 2015), optical depth and scattering properties (e.g., Takano and Liou 1989; Key et al. 2002), surface precipitation (e.g., Gaudet et al. 2019), subsequent radar estimates of reflectivity and other polarimetric quantities (e.g., Sulia and Kumjian 2017a), etc.

The depositional growth of ice crystals depends on the local temperature and saturation as well as the existing particle shape, size, and density, all of which evolve nonlinearly (Sulia and Harrington 2011). The backbone of the AHM is based in crystal growth theory, employing inherent growth ratios (IGRs)\(^2\) from Chen and Lamb (1994) for \(-20^\circ \leq T \leq 0^\circ\)C, accounting for the predictable planar-columnar oscillations with temperature, and from Hashino and Tripoli (2008) for \(-60^\circ \leq T \leq -20^\circ\)C, accounting for columnar polycrystalline habits. The AHM tracks the growth history of the bulk parameters needed to predict ice crystal aspect ratio (\(\phi\)), allowing for an effective means of evolving particle shape and mass in a physically consistent manner. This tracking method is required to accurately predict the ice and liquid water contents in mixed-phase clouds (Harrington et al. 2013a,b). The method has been derived from and validated against a detailed bin ice growth method (Harrington et al. 2013b), which stems from Chen and Lamb (1994) and compares well to wind-tunnel laboratory-grown particles (Fukuta and Takahashi 1999). The microphysical method has been tested on an Eulerian grid within a two-dimensional kinematic model (Sulia et al. 2013). The dynamical impacts of the adaptive habit approach have been explored within the Weather Research and Forecasting (WRF) Model for

\(^{1}\) Note that this thermodynamic effect does not account for the maximum in sticking efficiency at temperatures observed in the laboratory (e.g., \(-16^\circ\)C).

\(^{2}\) IGR is a function of temperature and defines the ratio of vapor deposition along the two particle axis lengths, controlling the primary habit (aspect ratio).
large-eddy simulations (LES; Sulia et al. 2014), indicating the indirect effects of crystal habit growth on the dynamic collapse of mixed-phase clouds. Further, with the ability to predict and evolve particle aspect ratio and density, investigations of the impact of ice crystal habit on resulting polarimetric quantities and microphysical sensitivity thereof are presented in Sulia and Kumjian (2017a) for an idealized WRF-LES case and in Sulia and Kumjian (2017b) for an orographic snow storm in the Front Range of the Rocky Mountains, indicating that AHM reflectivity magnitudes are similar to those observed with radar and are an improvement over spherical ice crystal assumptions.

The AHM predicts ice mass $q_i$, number $n_i$, and axis length-weighted spheroidal-volume ($a_{iv}$ and $c_{iv}$, needed to advect axis lengths while conserving density) mixing ratios following Harrington et al. (2013a) and Jensen et al. (2017), where $n_i$ is determined according to a modified gamma distribution of the $a$ axis. In addition to ice, the AHM predicts the mass mixing ratio for liquid cloud droplets $q_r$, where the number concentration of cloud drops is computed as a gamma distribution following Morrison and Grabowski (2007) with $N_r = 250 \, \text{cm}^{-3}$. The model also predicts mass and number mixing ratios for rain ($q_r$ and $n_r$) and graupel ($q_g$ and $n_g$, respectively), where $n_r$ and $n_g$ are related to the slope and intercept parameters assuming an exponential distribution (for details, see Morrison et al. 2009, 2012). Snow ($q_s$ and $n_s$) is also included and is the topic of this paper as presented below.

The AHM was initially developed and tested extensively for the depositional growth of individual ice crystals (monomers). The development of more complex microphysical processes needed for universal cloud applications is ongoing for the AHM, including the development of methodologies for riming and aggregation of vapor-grown ice crystals. Riming has been completed by Jensen and Harrington (2015) and validated thereafter (Jensen et al. 2017, 2018b,a); however, the implementation of this scheme is complex and outside the scope of this work, and so the “traditional” two-moment methodology (Morrison et al. 2009) indicated above is employed.

Presented herein is a novel method for ice–ice aggregation developed with the specific monomer and aggregate characteristics that are required for seamless integration within the AHM, as described below. Note that while the focus of this work is on extension of the AHM to include shape-specific aggregation, the offline nature and general amenability of IPAS, integration into other microphysical schemes that account for ice crystal shape, such as a bin model (Khain et al. 1989; albeit habit is not prognostic but predefined in this scheme), is also possible.

b. IPAS

Because the AHM allows for the evolution of nonspherical ice crystals during deposition, sublimation, and melting, aggregation must take into account the dimensional characteristics of these particles. Further, as the intent of the AHM is to reduce the arbitrary nature in which ice particle properties are defined, the aggregation methodology designed herein allows for the prediction of bulk aggregate dimensional and density information upon formation. The way in which aggregates are formed from ice is extremely complicated given the many geometrical factors to consider during aggregation (e.g., overlap, contact angle, falling orientation, offset—or rotation in the horizontal). There is no economical way to simulate this process in a statistically significant sense (generating many thousands of aggregate scenarios) using traditional modeling techniques (e.g., bin/bulk models or computational fluid dynamical simulations) without including a myriad of assumptions. Hence, the work presented herein employs a numerical tool to permit simulations of numerous interactions between ice crystals of various shapes, sizes, and geometries in a highly controlled environment. Namely, IPAS serves as a “theoretical” laboratory in which to simulate aggregation and is advantageous in this work as it allows for computational efficiency and the ability to control for all free parameters.

IPAS was initially developed by Schmitt and Heymsfield (2010, 2014) and recently refactored\(^3\) and extended by Przybylo et al. (2019) for the purposes of this work. IPAS is an offline model that uses hexagonal prisms (or any specified geometry) to simulate the aggregation of ice crystals. The hexagonal prisms are defined with an equivalent volume spherical radius and aspect ratio to represent the primary habits of either plates or columns. Two identical prisms, or monomers, are either oriented so that the projected area from above is maximized (particles falling quasi horizontally) or randomly oriented. The two monomers then collide under the constraints of random overlap, offset, and contact angle (in the case of random falling orientation\(^4\)). Once collected, the aggregate characteristics are computed, including aggregate aspect ratio and major and minor dimensions. The aggregate major and minor dimensions are determined as the maximum and minimum dimensions of the circumscribing ellipsoid, respectively. Other parameters are extracted as well, such as the two-dimensional aspect ratio (Jiang et al. 2017) and complexity (Schmitt and Heymsfield 2014). The former characteristics are required for AHM implementation, whereas the latter are compiled for comparisons to other aggregation schemes and observations (e.g., ice particle probe images). This process is completed 300 times (i.e., 300 aggregates are formed, a number determined to provide robust results). These 300 aggregate variations (made up of identical monomers each) are used to fill a distribution, defined by the extracted parameter of interest (e.g., aspect ratio) and subsequently fit by a gamma distribution, from which the characteristic, or the mode of the distribution, is obtained, as well as the distribution mean. This approach is critical for implementation into a bulk microphysics scheme, and knowing both the mean and characteristic values allows for determination of the bulk gamma distribution shape within the AHM.

The process outlined above and detailed in Przybylo et al. (2019) is repeated for 20 monomer equivalent volume spherical radii $r_{eq}$ (logarithmically spaced from 0.01 to 100) and 28 aspect ratios $\phi$ (logarithmically spaced across three orders of

\(^{3}\) Refactoring is the process of programmatically redesigning the model to improve efficacy without compromising intended functionality.

\(^{4}\) Note that for the simulations herein, only the quasi-horizontal orientation is considered.
magnitude). The result is a database of necessary characteristic and mean values of resulting bulk aggregate $a$ and $c$ axes for predefined monomers characterized by $r_{eq}$ and $\phi$. Bulk monomer $r_{eq}$ and $\phi$ are predicted by the AHM and can therefore be used as input parameters to this database to determine the bulk characteristics of aggregates formed via collisions between individual ice crystals in the AHM. Similar to ice growth and evolution, aggregates (or snow) are defined by their $a$ and $c$ axes, from which other parameters can be derived. Thus, the parameterization scheme in which ice crystals are advected and changed through vapor deposition, sublimation, and/or melting are used to parameterize these same processes for snow given analogous parameters.

In addition to the $a$ and $c$ axes, the secondary habits\(^5\) in the AHM are parameterized through the prognostic evolution of ice density, which is reduced for nonspherical crystals. Aggregates, too, have a reduced density, traditionally assumed to be 100 kg m\(^{-3}\). With the desire to avoid assumptions, IPAS is used to characterize bulk aggregate density as well.

IPAS particles are collected in a domain that is measured in arbitrary dimensions (e.g., pixels) and there is no mass quantity; density evolution is therefore accomplished by calculating the density change after aggregation. This change is computed by determining the ratio of the initial monomer volume relative to the smallest initial ellipsoid volume that circumscribes that monomer. That initial ratio is then compared to the ratio of the aggregate volume to the smallest ellipsoid volume that circumscribes the aggregate. In both cases, the ratio defines the fraction of the ellipsoid that is composed of the crystal, providing a measure of density. A change in density is then determined from the difference between the initial and final densities, and a database of the bulk density distribution characteristic values is similarly recorded (because this too is computed for each of the 300 aggregate realizations per $r_{eq}$ and $\phi$ pair).

The aforementioned bulk characteristic parameters are compiled into lookup tables for the implementation of ice–ice aggregation in the AHM. This lookup table approach enables the ability to maintain computational efficiency while still including the necessary physics and is becoming an increasingly common approach (e.g., Jensen and Harrington 2015; Morrison and Milbrandt 2015) for variables the modeling of which remains intensive.

Aggregate characteristics formed from nonspherical monomers are generated through the creation of a massive ($20 \times 28 \times 300 = 168,000$ in this case) database of simulated aggregates in IPAS, as described above and in detail in Przybylo et al. (2019). The computational expense required to generate these data is beyond that to be reasonably represented directly within the AHM; i.e., implementing IPAS directly into the AHM would be far too computationally expensive. For the same computational reasons, 3D fluid flow and trace trajectories are neglected in IPAS given the sample size of formed aggregates. While IPAS is a useful tool for the formation of aggregates and the characterization of geometrical aggregate properties, this offline “theoretical laboratory” is idealized and unable to carry with it information on mass and number. Therefore, a separate lookup table is generated for these quantities, discussed next.

c. Mass and number

IPAS is unable to predict or evolve the mass and number of particles during the aggregation process, which is required for computations of aggregation in numerical models. Particularly for this work, shape-dependent mass and number computations are required. As such, a modified collection equation has been developed that allows for collection of nonspherical particles over a large range of aspect ratios in a bulk sense. This methodology for collection relies on the hydrodynamical collection kernel (e.g., Pruppacher and Klett 1997) but is extended for the purposes of this work to represent nonspherical hydrometeors. Thus, instead of having a single variable representing the size of the collected and collector ice crystals, i.e., radius or diameter, two variables are needed, namely, the $a$ and $c$ axes of each crystal. With this, the bulk rate of change of the mass mixing ratio ($\text{kg kg}^{-1} \text{s}^{-1}$) due to the aggregation of two ice crystal populations (denoted by $x$ and $y$ subscripts) can be defined as follows:

$$dm_{xy} = \frac{\pi}{6} \sum_{a_{	ext{min}}}^{a_{	ext{max}}} \sum_{c_{	ext{min}}}^{c_{	ext{max}}} \rho V_A a_{xy} - v_x v_y |N_a E c_x d_a|.$$  \[1\]

This quantity determines the amount of mass removed from the ice mass mixing ratio and added to the snow mass mixing ratio. Area $A$ is $[\text{max}(a_x, c_x) + \text{max}(a_y, c_y)]^2$, $v_x$, and $v_y$ follow the pressure-dependent terminal velocity equations developed in Heymsfield et al. (2013) for clouds designated as stratiform [their Eqs. (11a)–(11c)]. $E$ is the collection efficiency, $V_A = (a_x^2 c_x + a_y^2 c_y)$, $\rho$ is the ice density, and $\rho_a$ is air density. As already implemented in the AHM, it is assumed that the monomers are distributed via a gamma distribution:

$$N_i = \frac{N_0}{\Gamma(\nu)} \left( \frac{t}{l_n} \right)^{\nu-1} e^{-\frac{t}{l_\nu}},$$  \[2\]

where $l = a$ or $c$, $z = x$ or $y$, $N_i$ is the total number of particles in the gamma ($\Gamma$) distribution with shape $\nu$ and characteristic size $l_n$. The ranges of $l_n = a_x$, $c_x$, $a_y$, and $c_y$ are identical and logarithmically spaced from $l_{\text{min}} = 0.5 \mu$m to $l_{\text{max}} = 10$ mm.

The above equation is computed for each of the following inputs: $N_i = 1, 10, 100, 1000, 10000 \text{ L}^{-1}$; $a_0 = 1, 10, 100, 1000, 10000, 100000 \mu$m; $c_0 = 1, 10, 100, 1000, 10000, 100000 \mu$m; $\nu = 1–8$; and $\rho_i = 100–900 \text{kg m}^{-3}$. A five-dimensional lookup table is therefore generated, which is then implemented into the AHM. Given the above, the only parameter that remains set a priori through this methodology is $E$, which follows that of Connolly et al. (2012), with values of 0.09, 0.21, 0.6, 0.01, 0.08, 0.02 for $T = -5^\circ, -10^\circ, -15^\circ, -20^\circ, -25^\circ, -30^\circ$, respectively.

---

\(^5\) Primary habits are determined by temperature (IGR) and defined by aspect ratio $\phi = c/a$ (e.g., plate or column), and secondary habits are determined by saturation and defined by density $\rho$ (e.g., dendrite or needle).
is set to 0.09 when $T > -5^\circ C$ and 0.02 when $T < -30^\circ C$, and it is linearly interpolated otherwise. These values are deemed appropriate by Connolly et al. (2012) particularly within the beginning stages of aggregation, which is the situation here where only ice–ice aggregation is considered. Note that while more recent and advanced algorithms exist for computations of sticking efficiency (e.g., Phillips et al. 2015), the implementation of an advanced efficiency scheme is outside the scope of this work, but will be considered in the future.

3. Model setup

This work implements bulk aggregate characteristics using an offline simulator, IPAS. The results presented herein are idealized and are meant to illustrate the new ice–ice aggregation methodology implemented into the AHM as well as the combined influence of the original vapor-growth model and the new aggregation scheme. While idealized, the purpose of this study is to determine the model’s ability to produce vapor-grown microphysical signatures and their subsequent self-collection. This work provides a basis for more complex case studies, where signatures may be convoluted by the effects of other processes. More realistic simulations will be explored in subsequent work.

a. Case description

The idealized case presented herein is based on the 20 May 2011 squall line observed during the Midlatitude Continental Convective Clouds Experiment (MC3E; Jensen et al. 2016; Xue et al. 2017; Kacan and Lebo 2019). The squall-line simulation is initialized with a sounding based on 1200 UTC observations in Morris, Oklahoma (Fig. 1, right), when the environment is nearly saturated below 700 mb and there is approximately 2200 J kg$^{-1}$ of moist unstable convective available potential energy. As in Kacan and Lebo (2019), modifications to the wind profile (0.003 s$^{-1}$ unidirectional shear from the surface to 4 km, i.e., 12 m s$^{-1}$ at the surface decreasing to 0 m s$^{-1}$ at a height of 4 km) were employed to ensure squall-line formation.

b. Model configuration

This study is simulated using WRFV3.9 with 500 $\times$ 122 horizontal grid points ($\Delta x = \Delta y = 1$ km) and 100 hyperbolic vertical grid points reaching an altitude of 24 km ($\Delta z = 202$ – 465 m). Boundary conditions are open in the $x$ direction (perpendicular to the line of convection) and periodic in the $y$ direction (parallel to the line of convection). Turbulent diffusion is determined from the 1.5-order TKE closure. The model is run for 3 h with a 5 s time step. Three microphysical schemes are simulated: the Morrison two-moment (M2M; Morrison and Grabowski 2010), Thompson (THOM; Thompson et al. 2008), and the original AHM (Harrington et al. 2013a,b). Both M2M and THOM are simulated “out of the box.” Additionally, three variations of the AHM are simulated:

1) AHM-ICE-ONLY: Ice grows via vapor deposition alone and can reach sizes of large monomer crystals. There is no snow category and no collection or accretion onto ice; however, note that ice can be collected by rain.

2) AHM-AGG-ORIG: As in Sulia and Kumjian (2017a,b), the ice-to-snow autoconversion threshold (125 $\mu$m) method (for details, see Morrison et al. 2009, 2012) is employed for
the development of aggregates (see Passarelli 1978; Reisner et al. 1998; Morrison et al. 2009). Autoconversion calculations are then assumed to determine the ice–ice aggregation rate of forming snow once the autoconversion threshold is met; the ice crystals that do not aggregate remain as \( q_i \), and so at no point are larger monomer ice crystals autoconverted to snow. Snow (aggregates) can also self-collect (snow–snow aggregation), but the collection of ice crystals by snow (ice–snow aggregation) is not considered. Ice properties are then recalculated to account for the loss of mass and number to snow, and the newly formed aggregates are assumed to be spheres with a density of \( \rho_s = 100 \text{ kg m}^{-3} \). Snow \((q_s, n_s)\) is an aggregate category only (thus contains no monomer particles) and is separate from cloud ice \((q_i)\), which is a monomer category only. Other processes include collection of snow by rain above freezing, accretion of cloud droplets onto snow/graupeL, riming splintering, and deposition, all of which follow the M2M parameterizations.

3) AHM-AGG-IPAS: New methodology as described in section 2b. Ice crystals become snow only through ice–ice aggregation; i.e., ice cannot be collected from existing aggregates (snow), and snow cannot self-collect, though this development is ongoing. Snow \( q_s \) and \( n_s \) are derived from Eq. (1), and \( a, c, \) and \( \rho_s \) are derived from IPAS (Przybylo et al. 2019). Snow/aggregate deposition is included and analogous to ice deposition in the AHM, where aggregate \( a \) axis \((a)\), \( c \) axis \((c)\), aspect ratio \( \phi_a \), and density \( \rho_s \) are predicted and evolved. There is no accretion onto ice or snow/aggregates. As in AHM-AGG-ORIG, snow \((q_s, n_s)\) is an aggregate category only, contains no monomer particles, and is separate from ice \((q_i, n_i)\), which contains only monomer ice crystals.

For all AHM simulations, ice nucleation follows from Ovchinnikov et al. (2014), only activating when the ice supersaturation reaches 5% and at temperatures \( \leq -5^\circ \text{C} \). Ice is activated by relaxing the ice number mixing ratio \( n_i \) to a steady state with a maximum prescribed value \( N_i \) set to \( 1 \text{ L}^{-1} \). This work is to explore the effects of the new aggregation scheme on subsequent processes, and so detailed nucleation is not considered. Microphysical processes involving cloud, rain, and graupel are modeled as in Morrison et al. (2009), unless stated otherwise above. Melting of both ice and snow/aggregates follow the ice and graupel melting scheme in Jensen et al. (2017), and all liquid cloud and rain drops are assumed to homogeneously freeze as spherical ice when \( T \leq -40^\circ \text{C} \) [note that this is an idealized assumption, where a fraction of these drops would evaporate rather than freeze, according to Phillips et al. (2007)].

The idealized squall-line simulation is opted as the system encompasses multiple temperature regimes and environments conducive to many microphysical processes and hydrometeor types. This is particularly important for this analysis for the initiation of ice growth through vapor deposition as well as subsequent collection processes and phase change (melting to rain). However, it is important to note that the purpose of this investigation is not to assess the ability for the new scheme to accurately simulate this case, but rather to explore the microphysical phase space resulting from the variations among the schemes described above. A limitation of this presentation is that subsequent collection processes are not considered. While this work is underway, investigation of the microphysical sensitivity to this new methodology of ice–ice aggregation is a critical first step prior to considering more complexity; i.e., the sensitivity to ice–ice aggregation may otherwise be obfuscated by subsequent collection.

4. Results

The idealized squall-line simulation described above is completed to assess the new ice–ice aggregation scheme in the AHM. First, a microphysical overview is performed to illustrate how the schemes differ over time and in the vertical, compared to commonly used WRF microphysics options, M2M and THOM. Then, a more thorough microphysical analysis of the AHM schemes is completed to understand the relative sensitivity and significance of microphysical processes due to differences in aggregation parameterization. Finally, contributing factors to surface precipitation are discussed, followed by a brief introduction to the effect of the new scheme on the simulation of polarimetric quantities.

a. Microphysical analysis

A microphysical analysis is conducted to assess the impact of the new aggregation scheme on the AHM as well as to compare with existing, commonly used bulk microphysics schemes. As such, comparisons are made among AHM-ICE-ONLY, AHM-AGG-ORIG, and AHM-AGG-IPAS, and, when possible, comparisons are also made with both M2M and THOM due to similarities in many process parameterizations. Recall the following points: 1) AHM-ICE-ONLY does not contain a snow/aggregate category, only cloud ice; 2) all three AHM schemes model cloud, rain, and graupel processes after those in M2M, except melting, which is modeled after Jensen et al. (2017); 3) AHM-AGG-ORIG snow is partially modeled after M2M (see Sulia and Kumjian (2017a) for details); and 4) AHM-AGG-IPAS snow/aggregates form via ice–ice collection only.

First, Fig. 2 provides a broad overview of the schemes with respect to hydrometeor mass, displaying simulation-averaged (domain and time) mass mixing ratios for AHM-ICE-ONLY (gold), AHM-AGG-ORIG (green), AHM-AGG-IPAS (red), M2M (blue), and THOM (purple). As compared to AHM-ICE-ONLY, all schemes predict less ice, more snow, and more rain; when aggregation is considered, snow mass increases at the expense of the ice mass, and with larger fall speeds is more likely to reach the melting level and form rain. Other than M2M (total \( q_s \approx 8.4 \times 10^{-5} \text{ kg kg}^{-1} \)), all schemes also predict a lower cloud droplet mass than AHM-ICE-ONLY (total \( q_c \approx 8.1 \times 10^{-5} \text{ kg kg}^{-1} \), Fig. 2), although the differences do not exceed \( \approx 6 \times 10^{-5} \text{ kg kg}^{-1} \). The lack of snow in AHM-ICE-ONLY reduces the production of rain through melting and collision coalescence and other cascading processes such as accretion.

The patterns in Fig. 2 follow those in Fig. 3. Time series of spatially averaged mixing ratios are shown in Figs. 3a–e, and vertical profiles of horizontally and temporally averaged mixing ratios in Figs. 3f–j. The first signature to note in Fig. 3 is
the large amount of ice produced by AHM-ICE-ONLY (Figs. 3c,h, gold line) both in the vertical and over time, which is due to the lack of aggregation and hence formation of snow and removal via precipitation; again, recall that AHM-ICE-ONLY contains only pristine ice, including what would be considered large snowflakes but formed solely via vapor deposition. When compared to AHM-AGG-ORIG (green) and AHM-AGG-IPAS (red), it is clear that the aggregation of ice crystals to form snow reduces $q_i$ substantially, as expected. This is similarly evident in Fig. 4, where the large ice magnitude in AHM-ICE-ONLY (Fig. 4k) is split between ice and snow in AHM-AGG-ORIG (Figs. 4l,q) and AHM-AGG-IPAS (Figs. 4m,r). In fact, the spatially averaged snow magnitudes are quite similar for AHM-AGG-ORIG and AHM-AGG-IPAS (Figs. 2 and 3d). However, AHM-AGG-ORIG and AHM-AGG-IPAS differ in their vertical distributions of snow (Figs. 3i and 4q,r), where AHM-AGG-ORIG trends follow those of the M2M and THOM schemes, with peaks in mass near 8–9 km, decreasing to $<0.001$ g kg$^{-1}$ at 3 km. In contrast, the vertical distribution of snow in AHM-AGG-IPAS peaks at

![Fig. 2. Simulation-averaged (time and domain) hydrometeor mass mixing ratios (kg kg$^{-1}$) for AHM-ICE-ONLY (gold), AHM-AGG-ORIG (green), AHM-AGG-IPAS (red), M2M (blue), and THOM (purple). Values atop bars correspond to approximate average mass mixing ratios within the order of magnitude indicated (e.g., M2M average cloud mass mixing ratio $\sim 8.4 \times 10^{-6}$ kg kg$^{-1}$).](image)

![Fig. 3. (a)–(e) Time series of spatially averaged mixing ratios and (f)–(j) vertical profiles of horizontally and temporally averaged mixing ratios for (a),(f) cloud droplets, (b),(g) rain, (c),(h) ice, (d),(i) snow, and (e),(j) graupel for each scheme: AHM-ICE-ONLY (gold), AHM-AGG-ORIG (green), AHM-AGG-IPAS (red), M2M (blue), and THOM (purple). Note that (a),(f) cloud and (b),(g) rain mixing ratios are one order of magnitude less than ice, snow, and graupel. Also note that AHM-AGG-IPAS lines (red) in (e), (f), and (j) are dotted only to distinguish from AHM-ICE-ONLY (gold). Dashed black horizontal lines in (f)–(j) are the $-40^\circ$, $-15^\circ$, and 0°C isotherms.](image)
higher altitudes (Fig. 3i, 11.5 km) with a steady decline all the way to the surface.

The differences at lower altitudes are a result of the differences in melting and sublimation schemes, which are shown in Fig. 5 along with other processes. Unlike AHM-AGG-ORIG (green), AHM-AGG-IPAS (red) takes into account the shape of snow hydrometeors during melting (Fig. 5j, dashed lines) and sublimation (Fig. 5i). Recall that snow is assumed spherical in all schemes except AHM-AGG-IPAS, and the formation of aggregates via ice crystals is highly dependent on crystal shape.

Figure 6 displays vertical profiles of the $a$ and $c$ axis lengths for AHM-ICE-ONLY (gold, ice only), AHM-AGG-ORIG (green, ice only), and AHM-AGG-IPAS (red, ice and snow/aggregates). A corresponding temperature profile is also shown (Fig. 6, left) with 0°C, −15°C, and −40°C isotherms. As the temperature approaches 0°C, a large spike in the ice crystal size results, particularly the $c$ axis (temperatures near freezing are preferential to columnar growth). Just above this spike (~4.25 km) depositional growth of ice and snow begin to drop significantly (Figs. 5h,i, solid) and sublimation (Figs. 5h,i, dashed) dominates. In response, the ice mass (Fig. 3h) drops significantly as well, resulting in an Ostwald ripening effect, wherein only the largest ice crystals remain and grow at the expense of the smaller, more spherical ice crystals. This leads to the largest crystals with the most extreme habits remaining (Fig. 6), allowing for the continued generation of aggregates (Fig. 5j, solid red) and hence snow (Fig. 3i, red) for AHM-AGG-IPAS. This shape effect on aggregation in AHM-AGG-IPAS allows not only for the hydrometeors to continue to lose mass based on crystal shape during sedimentation, rather than quickly once a threshold is met, but also allows for aggregates to continue to form (Fig. 5j, solid red), which provides an additional source of snow mass to subsequently melt (Fig. 5j, dashed red).

In addition to these low-level implications, enhancements in the averaged ice deposition/sublimation occur at 10–14 km for the AHM-AGG-IPAS scheme (Fig. 5h, red), exceeding AHM-ICE-ONLY and AHM-AGG-ORIG, yet the averaged ice mass of AHM-ICE-ONLY is vastly larger throughout the profile, including this upper-level section (Fig. 3h). The reason for these features is illustrated in Fig. 7, where the top row shows the process rates affecting ice in this area: growth due to deposition (IDEP; blue), loss due to sublimation (ISUB; green), and loss due to aggregation (IIAGG; red). The differences among the three (IDEP-ISUB-IIAGG; where all are positive values) are shown in Fig. 7, bottom row. Integration in Fig. 7 is over all points in the horizontal and at heights of 10–14 km. Note that the bars in Fig. 7 are accumulating (not stacking), meaning that the value of the bar corresponds to the bar height indicated by the $y$ axis. AHM-AGG-IPAS shows that total ice deposition in this region exceeds the rates in both AHM-ICE-ONLY and AHM-AGG-ORIG; the loss of ice to aggregation and subsequent sedimentation results in more available vapor over a lower ice mass. Similarly, the rates of sublimation and aggregation are significant as well. In fact, the integrated differences among these processes (bottom row)

---

**Fig. 4.** Cross sections of (a)–(e) cloud, (f)–(j) rain, (k)–(o) ice, (p)–(t) snow, and (u)–(y) graupel mixing ratios averaged in the $y$ direction after 3 h of simulation time for (left to right) AHM-ICE-ONLY, AHM-AGG-ORIG, AHM-AGG-IPAS, M2M, and THOM schemes.
Illustrate that deposition rates always exceed sublimation in AHM-ICE-ONLY, whereas except at the beginning of the simulation, the combination of sublimation and aggregation in AHM-AGG-ORIG and AHM-AGG-IPAS result in a net loss of ice between 10 and 14 km. Hence, the introduction of aggregation (snow) not only results in an overall reduction of ice, it also appears to enhance ice processes aloft within the first 100 min of the simulation.

In addition to enhancements in ice deposition/sublimation, enhancements also appear for snow deposition/sublimation, cloud condensation, and clouddrop freezing between 10 and 14 km for the AHM-AGG-IPAS scheme (Figs. 5h,i, respectively). Investigation into these upper-level enhancements are explored in Fig. 8, where time series for all three AHM schemes (left: AHM-ICE-ONLY; center: AHM-AGG-ORIG; right: AHM-AGG-IPAS) are shown for (row 1) integrated process rates affecting cloud droplets (note log scale) for (a),(f) cloud droplet condensation (solid) and evaporation (dashed), (b),(g) rain (solid) and cloud (dashed) droplet freezing, (c),(h) ice deposition (solid) and sublimation (dashed), (d),(i) snow deposition (solid) and sublimation (dashed), and (e),(j) aggregation (solid) and melting snow (dashed) for AHM-ICE-ONLY (gold), AHM-AGG-ORIG (green), and AHM-AGG-IPAS (red). Dashed black lines in (f)–(j) are the −40°, −15°, and 0°C isotherms.

Cloud condensation, as modeled in the AHM, cannot occur unless the environment is supersaturated with respect to liquid. The simulation average liquid saturation within 10–14 km is 20%–50% (not shown); however, Fig. 8 shows cloud condensation occurring at relatively large rates in AHM-AGG-IPAS (right, green), reflecting the averaged enhancements in Fig. 5. Further, when integrating the domain grid points where relative humidity with respect to liquid exceeds 100% (Fig. 8, row 2, purple), while some time steps indicate grid points meeting this threshold (0.5% at 70 min), there are times where negligible points are saturated (<0.1%), and yet condensation occurs. However, note that 40%–50% (Fig. 8, row 3) of the grid points achieve a supersaturation with respect to ice within this domain and at all times. Further investigation into the AHM parameterization reveals that, within one time step, the following calculations occur: calculation of relative humidity/ice/snow/graupel deposition/sublimation/saturation adjustment/cloud condensation/evaporation/homogeneous freezing. So the environment is initially subsaturated, leading to sublimation of snow, ice, and graupel (Fig. 8, row 4). The order of the parameterization thus suggests that following these processes and the saturation adjustment, the environment experiences an increase in relative humidity (Fig. 8, row 2, purple) such that cloud condensation can occur thereafter. However, given that temperature within this vertical space is ≤−40°C (Fig. 6, left), all newly condensed droplets freeze homogeneously thereafter (Fig. 8, top, blue—at-times hidden

6 “Exclusively” means that only the grid points where all three (ice, snow, and graupel) exist are counted, in contrast to “inclusively,” which would mean that all grid points with ice alone + all grid points with snow alone + all grid points with graupel alone are counted, which is not the case here.
CFRZ bar tops indicated by blue asterisks). This process explains the reason for enhancements in cloud processes between 10 and 14 km (Figs. 5f,g), while no cloud water exists (Figs. 3f and 4a–c).

Note that these enhancements aloft (cloud condensation and subsequent freezing) are likely artifacts of the parameterization rather than realistic signatures. This is a result of the way (order) in which the microphysical processes are computed, and the subsequent saturation adjustments required for model stability. It is unphysical for ice/snow sublimation to result in supersaturation; however, this can occur as a by-product of the parameterization methodology commonly implemented in bulk schemes, whereby process rates are computed based on the thermodynamics at the beginning of a time step. This means that saturation can be overshot. Saturation adjustment, however, restricts this overshooting and thus maintains saturation in conjunction with subsequent homogeneous freezing. This sensitivity of the model to this parameterization methodology is noted, should be considered when interpreting results, and prompts a discussion on potential parameterization adjustments to consider. However, all parameterizations herein (M2M, THOM, and all AHM variations) compute condensation following all other processes and subsequent saturation adjustment, and so comparisons among the schemes remain valid.

In addition to the above, other unexpected signatures result from the inclusion of habit-dependent aggregation. The effect of the representation of snow on graupel formation is quite interesting. Graupel is enhanced for AHM-AGG-ORIG relative to AHM-ICE-ONLY, but decreases for AHM-AGG-IPAS (Fig. 2). Graupel time series (Fig. 3e) and vertical profiles (Fig. 3j) are similar for M2M and AHM-AGG-ORIG as well as for AHM-ICE-ONLY and AHM-AGG-IPAS. The formation of graupel in both AHM-ICE-ONLY and AHM-AGG-IPAS can only occur through ice–rain collection; because the way in which snow/aggregates are modeled differ between AHM-AGG-ORIG and AHM-AGG-IPAS, it is therefore not amenable to model riming of snow/aggregates in AHM-AGG-IPAS as in AHM-AGG-ORIG (following M2M). Hence, because AHM-AGG-ORIG is modeled after M2M and both AHM-ICE-ONLY and AHM-AGG-IPAS neglect the formation of graupel via riming of snow/aggregates, the patterns described above and in Figs. 3e and 3j make sense. This conclusion also implies that the magnitude of the gap in the two sets is due to riming of snow and cascading effects thereafter (e.g., further growth of graupel through deposition and collection). Enhanced graupel in AHM-AGG-ORIG also likely explains the slight drop in cloud mass mixing ratio relative to AHM-ICE-ONLY and AHM-AGG-IPAS between 0 and 100 min (Fig. 3a) and between 6 and 10 km (Fig. 3f).

A further exploration of microphysical process rates for the three AHM schemes is presented in Fig. 9. Displayed are 36 rates that occur in one or more of the AHM schemes; rates not shown do not meet the lower bound of $10^{-8}$ or have negligible frequencies. Refer to Table 1 for process rates, including description and units for each rate. The x axes indicate process rates binned by magnitude ($10^{-8}$–$10^{5}$), and the color depth indicates the frequency of occurrence (total number of grid

**Fig. 6.** Vertical profiles of horizontally and temporally averaged (left) temperature and (right) axis lengths for AHM-ICE-ONLY (gold), AHM-AGG-ORIG (green), and AHM-AGG-IPAS (red) schemes. All three schemes include ice $a$ (solid) and $c$ (dotted) axes, whereas AHM-AGG-IPAS also includes snow $a$ (dashed) and $c$ (dashed–dotted) axes. Dashed horizontal black lines on both plots are 0°, −15°, and −14°C isotherms, and the dashed vertical black line in the right panel is the 125 μm ice–snow autoconversion threshold for reference.
points) of that magnitude integrated over the entire domain and simulation time. Figures 9e–jj are process rates, or the transfer of mass due to a physical process, whereas the first four plots (Figs. 9a–d) are hydrometeor fluxes (sedimentation rates) and will be discussed in section 4c.

The prior discussion on graupel formation is confirmed by the process rates in Fig. 9. Rimming of cloud droplets (CSGRIME; Fig. 9ii) and rain (RSRIME; not shown) on snow occurs only for AHM-AGG-ORIG (middle row of each subplot). The processes reaching the highest magnitudes ($10^2$–$10^3$ kg kg$^{-1}$ s$^{-1}$, although with relatively low frequencies) are self-collection of rain (NRAGG; Fig. 9y) and snow (NSAGG; Fig. 9z), which would affect rain and snow numbers, but not mass directly. In fact, the collection rate magnitudes are among the largest of all process rates, where rates within $10^{-1}$–$10^0$ kg kg$^{-1}$ s$^{-1}$ are reached by the collection of cloud droplets by rain (CRACCR; Fig. 9q) and collection of ice by rain (IRRCOLL; Fig. 9ii). Following collection, the frequency of occurrence of growth by vapor deposition is significant, with rates occurring at multiple magnitudes. This appears for ice deposition/sublimation (IDEP/ISUB; Figs. 9g,k), snow deposition/sublimation (SDEP/SSUB; Figs. 9j), cloud droplet condensation/evaporation (CCOND/CEVAP; Figs. 9e.i), and graupel deposition/evaporation (GDEP/GEVAP; Figs. 9h.j). Ice growth appears particularly significant, where snow growth rates increase for AHM-AGG-IPAS (bottom row of each subplot), as snow forms more readily via IPAS ice–ice aggregation (IIAGG; Fig. 9aa).

b. Microphysical sensitivity

What is particularly interesting about Fig. 9 is the ability to gauge the general sensitivity of microphysical processes among the three schemes, or how the process of snow formation from ice affects other processes. There are a number of processes that have little or no sensitivity (negligible variation among the three schemes), such as cloud condensation/evaporation (CCOND/CEVAP; Figs. 9e.i), autoconversion of cloud to rain (CRAUTO; Fig. 9u), change in rain and ice masses due to ice–rain collisions (IRRCOLL, IRRSCOLL, and IRICOLL; Figs. 9ii,ee,w), riming of droplets on graupel (CGRIME; Fig. 9ff), and melting and evaporation of graupel (GMELT and GEVAP; Figs. 9p.t). Most other processes show some variation in frequency or magnitude among the three schemes.

Further exploration into the relative sensitivity of each microphysical process among the three AHM schemes is presented in Fig. 10. The standard deviation of the three frequency values (for the three AHM schemes) is calculated for each binned magnitude from Fig. 9. The box-and-whisker plots thus show the spread in the frequency standard deviations for the 10 bins. Shown are the (Fig. 10a) actual and (Fig. 10b) mean-normalized spreads in the standard deviations (Fig. 10); the box encompasses the interquartile range (IQR; the whiskers encompass $\pm 1.5 \times$ IQR; circles are outliers; also shown are data mean (green) and median (red). Interpretation of these results are as follows: 1) higher standard deviation values indicate larger differences, suggesting sensitivity, among the three schemes; 2) larger spread indicates not only differences among the schemes, but that these differences vary across magnitudes (bins). The actual standard deviation (Fig. 10a) indicates the processes with not only the largest frequencies of occurrence within the domain, but also larger differences in frequencies among the three schemes; it is clear that the most significant processes, or those that contribute most to the mass flux, within the three AHM schemes are ice and snow sedimentation rates, deposition, and sublimation, and aggregation. However, these results are weighted toward processes with higher magnitudes, and not indicative of the actual sensitivity of the processes. Hence, the standard deviations taken among the frequency values are normalized by the mean for the three schemes at each magnitude (within each bin) in Fig. 10b.

First, as discussed above, the processes with negligible sensitivity (i.e., CCOND, CEVAP, CRAUTO, IRRSCOLL, GEVAP, RGSPRINT, and CGRIME) have lower standard deviations (<0.2) and minimal spread; the processes in this category are mostly those affecting cloud droplets and graupel. Processes that have lower standard deviations yet show more spread are those with minor fluctuations in frequency but across many magnitudes (e.g., CRACCR, GMELT, CGSPLINT), suggesting a slight sensitivity to the selected scheme; the processes in this category are mostly those affecting cloud droplets, rain, and graupel. Increasing standard deviation values indicate increasing sensitivity (variation
among schemes), and are mostly dominated by ice and snow processes, as would be expected. Finally, processes with larger spread and higher standard deviations are those where frequencies both fluctuate among schemes and across multiple magnitudes (bins), indicating that the sensitivity to the three schemes varies nonuniformly across rate magnitudes (e.g., CFRZ, SDEP, SSUB). Processes that occur in only one scheme have zero spread (i.e., SEVAP, CSSRIME, NSAGG, ISAUTO, CSGRIME, and RSRIME).

Figure 10 provides an overview of how each microphysical process responds to the physical variations among the three schemes and provides an indication of relative sensitivity. However, this illustration only provides the sensitivities of the processes relative to each other; it does not indicate the significance of that sensitivity to the system as a whole. The scatterplot in Fig. 11 serves this purpose. The sum-total frequency values, or the frequency values of the three schemes added together across all bins for a process, indicating the total number of grid points in which that process occurs, is plotted with respect to the mean of the 10 mean-normalized standard deviations for a process (green lines, Fig. 10b). Circle size corresponds to the y axis, or the significance of that process to the system, and circle color corresponds to the x axis, or the sensitivity of that process to the scheme. Processes with zero spread are excluded.

The processes with the largest mean standard deviation (largest sensitivity), melting of snow (SMELT), also have some of the lowest frequency sums (lower significance). This means CFRZ and SMELT vary among the three schemes but that the number of grid points in which they occur is relatively low, which makes sense as snow only melts near the surface and cloud droplets homogeneously freeze aloft, and contribute little to the overall mass budget. Similarly, processes including freezing of rain (RFRZ) and nucleation (INUC) and melting of ice (IMELT) show moderate sensitivity (0.2 < σ < 0.7) to the three schemes, yet contribute less to the overall mass budget. A cluster of processes with relatively low sensitivity and significance (purple) appears, which, as discussed above, are cloud, rain, and graupel processes, and so would be considered relatively unaffected by the way in which aggregation is (or is not) simulated. Ice deposition (IDEP), sublimation (ISUB), and sedimentation (ISED) contribute to the system moderately to significantly, yet have relatively low sensitivity among the three schemes, although not negligible. Finally, as would be expected, ice–ice aggregation (IIAGG), and snow sublimation (SSUB), deposition (SDEP), and sedimentation (SSED) are sensitive to the three schemes, and are moderately significant in their contribution to the overall mass budget of the system.

In summary, clusters emerge that provide an overview of the significance of microphysical process rates and their sensitivity to changes in the way in which ice–ice aggregation (and cascading processes) affect the mass budget of the system. Graupel, rain, and cloud processes have both significance and...
sensitivity that are low–moderate. Ice growth and sedimentation processes are significant, but low–moderately sensitive, whereas snow formation and sedimentation are highly sensitive and moderately significant. This illustration indicates that while some processes are very sensitive to these parameterization techniques, e.g., SMELT and CFRZ, their overall contribution to the system as a whole is less significant than other processes, but, that their consequences should not be discounted in future investigations. However, as would be expected, snow processes such as deposition/sublimation are sensitive to aggregation and significant in the simulation (and in fact are more sensitive than aggregation itself), and so inaccurate representation of aggregation can impact these processes and ultimately the phase partitioning within the system. Finally, note that the sedimentation rates of rain (RSED), graupel (GSED), ice (ISED), and snow (SSED) range from low to highly sensitive, yet are all moderate to highly significant to the system mass budget, and are discussed further next.

c. Precipitation response

The first four plots in Figs. 9a–d and 10 show the sedimentation rates of rain and cloud droplets (RSED), snow (SSED), ice (ISED), and graupel (GSED). The highest frequencies occur at large magnitudes ($10^0$–$10^3$ g m$^{-2}$ s$^{-1}$, Fig. 9) for graupel, followed by rain, although a relatively small frequency of rain and smaller frequency of graupel fall in the highest magnitude range of $10^1$–$10^2$ g m$^{-2}$ s$^{-1}$. A larger frequency of snow occurs at a slightly lower magnitude ($10^0$–$10^1$ g m$^{-2}$ s$^{-1}$) for AHM-ICE-ONLY for AHM-AGG-ORIG (middle section of Fig. 9b) and AHM-AGG-IPAS (bottom section of Fig. 9b), where this flux is in the form of ice for AHM-ICE-ONLY (top section of Fig. 9c). Interesting trends emerge in these four fluxes: the sedimentation frequency increases relatively uniformly with increasing magnitude for rain and graupel, which makes sense given their spherical nature. In contrast, ice sedimentation is more frequent at lower magnitudes (indicating slower fall speeds), and snow sedimentation frequency pops between $10^0$ and $10^1$ g m$^{-2}$ s$^{-1}$.

Overall, the sedimentation rates of ice and snow have the largest differences among the three schemes (larger standard deviations) and at multiple rate magnitudes (larger spread, Fig. 10) relative to rain and graupel, with snow being the most sensitive (Fig. 11). Further, while ice sedimentation contributes most significantly to the total mass budget of the system (Fig. 7c), all hydrometeors contribute.
While all hydrometeors contribute to the total mass budget in the system, in this idealized case, ultimately the precipitation reaching the surface is in the form of rain given a surface temperature well above freezing (melting level ~4 km). Figure 12 shows the (top) domain total precipitation every 10 min, as well as the (bottom) final total accumulated precipitation for each scheme for the duration of the simulation. THOM produces the most precipitation, peaking within the first third of the simulation and dropping significantly thereafter (Fig. 12, top, purple). This initial peak is reflected in the enhanced total accumulated precipitation signature. Meanwhile, precipitation amounts are relatively consistent among the remaining schemes, with M2M (blue) and AHM-AGG-IPAS (red) having similar quantities, and AHM-ICE-ONLY (gold) and AHM-AGG-ORIG (green) having the lowest values until the final 20 min. Further, it can be surmised that the growth by collection in AHM-AGG-ORIG (green) outgrows the growth by ice deposition in AHM-ICE-ONLY (gold) in terms of producing precipitable hydrometeors given their reversal in magnitudes midway through the simulation. Note that the addition of snow, which melts to rain (rather than sublimating aloft as ice in AHM-ICE-ONLY) increases the spatial distribution of surface precipitation for AHM-AGG-ORIG and AHM-AGG-IPAS as compared to AHM-ICE-ONLY (Fig. 12, bottom).

\section*{d. Polarimetric signatures}

Surface precipitation can be further explored through analysis of simulated radar variables, which, in more realistic scenarios, serves to compare directly to observations. Plots of horizontal reflectivity (Fig. 13) for AHM-ICE-ONLY, AHM-AGG-ORIG, AHM-AGG-IPAS, and M2M are generated at simulation hour 3 using the offline forward operator of Ryzhkov et al. (2011), which takes into account hydrometeor shape and density [see Sulia and Kumjian (2017a) for details on use of the forward operator with the AHM]. Note that the forward operator requires at least two-moment predictions for hydrometer quantities (i.e., mass and number for ice, snow, rain, and graupel); hence, because THOM is a single-moment scheme (with the exception of two-moment cloud ice), it is excluded in this analysis due to the inability to perform apples-to-apples comparisons. Subsequent plots are generated analogously to Xue et al. (2017) (their Fig. 3), who similarly simulate this idealized case, including plots for MC3E observations (their Figs. 3a1 and b1) of reflectivity for the KVNX NEXRAD (Fig. 1) at 1200 UTC 20 May 2011, and so the analysis to follow includes comparisons to that study. Note, however, that Xue et al. (2017) do not use the forward operator of Ryzhkov et al. (2011) to compute radar reflectivity, but rather an algorithm from Sarkadi et al. (2016).

First, note that the inclusion of aggregation, and hence snow, increases the spatial distribution of reflectivity, evident in both cross sections and surface views. AHM-AGG-ORIG and M2M exhibit similar signatures, as would be expected given their likeness in parameterization, particularly for snow. AHM-AGG-IPAS shows increased spatial distribution, yet with relatively low reflectivity values (5–20 dBZ), which is a result of ice–ice aggregation occurring all the way to the surface (Fig. 9f, red solid). The lower reflectivity magnitude is a result of the inclusion of ice–ice aggregation only, without the ability for snow to continue to grow via collection thereafter, which would increase particle size and therefore the backscattered reflectivity. Future work that will include ice–aggregate and aggregate–aggregate collection will likely remedy this reflectivity underestimate.
Observations of reflectivity (Xue et al. 2017, their Fig. 3) clearly indicate two maxima in both cross sections and surface plots of reflectivity, both reaching magnitudes of 40–55 dBZ. The AHM-AGG-ORIG and M2M schemes capture these maxima, albeit at lower magnitudes of 30–45 dBZ. The only scheme that captures the horizontal spread as seen in the observations (spanning ~100–360 km) is AHM-AGG-IPAS, yet at lower reflectivity values. Again, this is likely attributed to ice–ice aggregates (snow) reaching the surface but with the inability to grow to larger sizes via continued collection. The fact that only snow in AHM-AGG-IPAS is able to reach the surface is likely due to the nonspherical nature of the particles, which reduces the rates of sublimation and melting, as discussed above.

Further investigation of the resulting impact of the selected scheme on radar signatures is presented in Fig. 14. Contoured frequency by altitude diagrams (CFADs) are shown for the horizontal reflectivity factor ($Z_H$), where the top row (Figs. 14a–d) is the total $Z_H$, whereas the bottom row (Figs. 14e–h) displays the contribution of each hydrometeor to the total $Z_H$. All CFADs show a general pattern of increasing $Z_H$ with decreasing altitude resulting from the growth of hydrometeors during sedimentation. The maximum reflectivity for all CFADs reaching nearly 40 dBZ within the lowest 2.5 km is attributed to rain (bottom row, green contours), whereas the secondary maximum reaching nearly 25–30 dBZ within 3–10 km is attributed to graupel (red contours). This is not surprising because the graupel and rain processes in all AHM simulations are modeled after the M2M parameterizations. The large frequency signature aloft in the AHM-AGG-IPAS (Fig. 14g, gray) is attributed to the formation of snow/aggregates via ice–ice collection (Fig. 14g, gray). This signature is significant, and proceeds to relatively large values (reaching 20 dBZ) with decreasing altitude all the way to the surface, which does not occur for any of the other schemes. This detection of snow accounts for the increased spatial distribution in surface reflectivity in Fig. 13.

It is interesting to note the differences in the contribution to $Z_H$ from ice. The M2M scheme shows the contribution from ice at upper levels, whereas ice in all AHM simulations does not appear until around 10 km. However, Fig. 4k shows that the AHM-ICE-ONLY simulation produces the largest magnitude of ice throughout the domain compared to all other simulations, including at these higher altitudes. The lack of “detection” of the plentiful ice in the forward operator aloft is due to the pristine nature of the crystals, where the density aloft in AHM-ICE-ONLY drops to as low as 200 kg m$^{-3}$ (not shown). The returned backscattered power as simulated by the forward operator decreases with density, as it is a measure of the particle dielectric constant. This indicates the caution that must be taken when deriving mass or hydrometeor type from radar reflectivity.

Finally, the benefit of using the forward operator of Ryzhkov et al. (2011) with the AHM is the ability to generate dual-polarization quantities [see Sulia and Kumjian (2017a,b) for details], and this is the first time that snow habit and density are explicitly predicted by a bulk model and can be used to generate polarimetric variables, minimizing assumptions in calculations. Figure 15 includes reflectivity $Z_H$ (Figs. 15a–c), differential reflectivity $Z_{DR}$ (Figs. 15d–f), linear depolarization ratio $L_{DR}$ (Figs. 15g–i), and correlation coefficient $r_{hv}$ (Figs. 15m–o) for AHM-ICE-ONLY, AHM-AGG-ORIG, and AHM-AGG-IPAS at the end of the simulation (hour 3). Note that M2M does not contain the shape or density information necessary to compute these quantities.

An increase in “detection” for all quantities appear for the AHM-AGG-IPAS scheme. Increased $Z_H$ is indicative of larger...
backscattered power, which results from larger hydrometeors, or snow in this case. In the middle three rows of Fig. 15, $Z_{DR}$ is a bulk measurement of shape and orientation for all particles in a volume, $K_{DP}$ is a bulk measurement of shape and orientation of only nonspherical particles in a volume, and $L_{DR}$ is a measure of particle canting, enhanced by increasingly nonspherical particles. Hence, all three are potential (depending on orientation) measures of nonspherical hydrometeors, and while ice is nonspherical in all three AHM schemes, snow aggregates are only nonspherical in AHM-AGG-IPAS. Since snow aggregates are larger than ice (Fig. 6), they are “detected” by the forward operator and so reflected in these signatures. Finally, $r_{hv}$ is a measure of the diversity of the particles in a volume, and the contribution of snow hydrometeors in addition to rain and graupel (all of which are “detectable”), increases the particle diversity in both shape and density, decreasing the correlation coefficient.

Qualitative comparisons between Figs. 4 and 15 illustrate obvious similarities. First, note that the enhancement in $Z_H$ from 0 to 5 km corresponds with the $q_r$ signature in all three AHM schemes.
schemes, with the highest reflectivities resulting from the largest $q_r$ quantities. No other hydrometeor mass appears in this region at these magnitudes. Similarly, the presence of graupel ($q_{g}$), which are simulated as spherical hydrometeors, are particularly evident in the AHM-AGG-IPAS case (Fig. 15, right) between $x = 250$ and $300$ km and extending from 1 to $\sim 12$ km in the vertical. The impact of $q_{g}$ on the bulk polarimetric signatures result in higher $Z_H$ (up to $20$ dBZ) but obvious reductions in $L_{DR}$ ($\sim -50$ dB), $Z_{DR}$ (0 dB), and $K_{DP}$. The values of $\rho_{hv}$ near $1.0$ indicate a lack of diversity, and likely the graupel are dominating this signature. Enhancements in $Z_H$ accompanied by lack of all other polarimetric signatures for regions dominated by $q_i$ and $q_q$ follows what is expected for a deep convective storm (e.g., Ryzhkov and Zrnić 2019, their Fig. 9.10). In contrast, $q_i$ and $q_q$ dominate what would be expected as nonspherical polarimetric signatures (e.g., Kumjian 2013). Because there is no snow in AHM-ICE-ONLY, the signatures in Fig. 15 (left) are a result of nonspherical ice and match the $q_i$ cross section in Fig. 4k (i.e., $Z_{DR} > 0$ dB, $K_{DP} > 0^\circ C$ km$^{-1}$, $L_{DR} > -50$ dB, and $\rho_{hv} < 1.0$).

In contrast, while AHM-AGG-IPAS contains both nonspherical ice and snow, the size of snow will obfuscate detection of ice, and so these shape-dependent polarimetric signatures in Fig. 15 (right) are predominantly a reflection of the $q_i$ cross section in Fig. 4r. Note the lack of significant shape-dependent polarimetric signature in AHM-AGG-ORIG. While this scheme contains nonspherical ice growth, it also contains snow, but simulated as low-density spheres, which, in addition to graupel (Fig. 4q) is a dominant hydrometeor (Fig. 4v). Hence, any nonspherical polarimetric signatures produced by ice will be obfuscated by snow and graupel in AHM-AGG-ORIG. Regardless, with the inclusion of habit-dependent snow generation via ice–ice aggregation, the polarimetric signatures begin to match what is typically expected (e.g., Kumjian 2013) for nonspherical detection of both ice and snow/aggregates.

5. Conclusions

The adaptive habit model (AHM; Harrington et al. 2013a) is an approach for more accurately representing the nonspherical...
growth of ice crystals in a bulk sense, capturing the nonlinear evolution in particle shape, size, and density. The complexity associated with the AHM parameterization requires careful development of processes subsequent to ice depositional growth, including riming and aggregation, among others. Jensen and Harrington (2015) introduce methodologies for the detailed representation of riming for the AHM (though not considered herein); however, detailed representation of aggregation is needed. Hence, this work introduces a novel approach to the representation of aggregation for the AHM, or for a microphysical scheme that considers nonspherical ice crystals with evolving aspect ratio and density.

Using both IPAS (Schmitt and Heymsfield 2010, 2014; Przybylo et al. 2019) for this purpose and the modified hydrodynamical collection kernel modified to account for nonspherical ice, a new scheme that considers ice particle shape and density for ice–ice aggregation has been implemented into the AHM. This scheme allows for not only the formation of aggregates from the existing nonspherical ice population, but also the prediction of aggregation characteristics for the AHM implementation. However, note that the amenability of IPAS permits that analogous methodologies could be developed for other commonly used microphysical models.

This methodology is tested for an idealized squall line based on the well-observed 20 May 2011, squall line from the MC3E field campaign following Xue et al. (2017) and Kacan and Lebo (2019). Simulations were performed for three microphysics schemes, Thompson et al. (2008) (THOM), Morrison et al. (2005) (M2M), and the AHM. Emphasis is placed on the AHM, where three variations are explored: 1) ice-only (AHM-ICE-ONLY), 2) ice and snow aggregates following M2M with modifications (AHM-AGG-ORIG), and 3) ice and snow aggregates using the new parameterization of this work (AHM-AGG-IPAS). Idealization is opted to explore the microphysical impacts of the new scheme without introducing more complex interactions. More realistic simulations will be considered in future work.

Microphysical analyses are explored, and many results are as expected. These include the reduction of ice mass relative to AHM-ICE-ONLY at the expense of snow (aggregates) following aggregation in all other schemes and AHM variations. The new AHM-AGG-IPAS scheme includes some interesting cascading effects: 1) enhancements in process rates aloft (e.g., deposition/sublimation, condensation, homogeneous freezing) and 2) persistence of snow/aggregates well below the melting level due to continued ice–ice aggregation and persistent melting and sublimation of snow.

In addition to the impacts on subsequent processes, an investigation is performed to assess which processes are most sensitive to the way in which aggregation is parameterized in the AHM, and the significance of those processes. It is determined that as to be expected, snow-related processes, including deposition, sublimation, sedimentation, and formation via ice–ice aggregation, are all sensitive to this test, and moderately significant to the overall system mass budget. Further, ice processes are significant to the system, but less sensitive, though nonnegligible, to these parameterizations. In contrast,
processes such as homogeneous freezing, nucleation, and melting are moderate–highly sensitive to the aggregation schemes, but contribute little to the overall mass budget. Finally, remaining cloud, graupel, and rain processes vary in significance to the mass budget, but are generally insensitive to the new scheme. Regardless of sensitivity, sedimentation of all hydrometeors contributes significantly to the overall mass budget, as would be expected.

The new aggregation scheme results in the sedimentation of snow/aggregates to near the surface, unlike all other schemes. This is reflected in enhancements in surface precipitation for both rates and accumulation. These enhancements are captured in the simulated radar reflectively. The inclusion of aggregates/snow in any scheme should result in higher reflectivity values due to increased hydrometeor size, as well as the spatial expanse of reflectivity detected at the surface. AHM-AGG-IPAS underestimates reflectivity values at the surface (compared to Xue et al. 2017, their Fig. 3), and this is a result of the schemes aggregation limitation to ice–ice aggregation. It is anticipated that (ongoing) future work that considers subsequent collection of these particles will result in larger hydrometeor sizes and thus higher simulated reflectivities.

Finally, a benefit of the new aggregation scheme, like ice in the AHM, is the ability to predict and evolve aggregate shape and density. As a result, the polarimetric forward operator takes into account this information and can simulate
dual-polarization quantities. This new AHM-AGG-IPAS scheme and the inclusion of this information results in a more realistic representation of polarimetric information. In fact, signatures appear in all quantities including reflectivity $Z_H$, differential reflectivity $Z_{DR}$, specific differential phase $K_{dp}$, linear depolarization ratio $L_{DR}$, and correlation coefficient $\rho_{hv}$. These signatures are a result of not only the existence of snow/aggregates, which are more “detectable” than ice given their size (AHM-AGG-ORIG), but also the shape information associated with these larger hydrometeors, which is revealed by the polarimetric quantities. The prediction of this information in models and the ability to translate to polarimetric radar variables is particularly useful when comparing to and interpreting observations, the details of which will be explored in future work.

Acknowledgments. All authors would like to thank the Department of Energy for support under DOE Grant DE-SC0016354. K. Sulia is additionally supported through an appointment under the SUNY 2020 Initiative. The National Center for Atmospheric Research (C. Schmitt) is sponsored by the National Science Foundation. The authors would also like to extend their sincerest gratitude to the three anonymous reviewers who provided the necessary comments and discussion to help shape this work into its final form.

REFERENCES


