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ABSTRACT: The three-cornered hat (3CH) method, which was originally developed to assess the random errors of atomic clocks, is a means for estimating the error variances of three different datasets. Here we give an overview of the historical development of the 3CH and select other methods for estimating error variances that use either two or three datasets. We discuss similarities and differences between these methods and the 3CH method. This study assesses the sensitivity of the 3CH method to the factors that limit its accuracy, including sample size, outliers, different magnitudes of errors between the datasets, biases, and unknown error correlations. Using simulated datasets for which the errors and their correlations among the datasets are known, this analysis shows the conditions under which the 3CH method provides the most and least accurate estimates. The effect of representativeness errors caused by differences in vertical resolution of datasets is investigated. These representativeness errors are generally small relative to the magnitude of the random errors in the datasets, and the impact of this source of errors can be reduced by appropriate filtering.
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1. Introduction

Observations are essential for understanding the different components of the Earth system. They are the basis for many applications that support warning systems of hazards to life and property, such as numerical weather prediction (NWP) models. For these applications, it is important to understand the errors associated with in situ and remotely sensed observational systems. Many diverse observations are used to initialize forecast models or produce long-term reanalyses of the Earth system through nearly continuous assimilation of observations into the models (Simmons et al. 2016). In modern data assimilation, each type of observation is weighted inversely relative to the magnitude of its expected random errors (uncertainties), expressed statistically as an error variance (e.g., Daley 1993; Desroziers and Ivanov 2001; Weston et al. 2014; Bormann et al. 2016). These errors include all sources of errors: instrument, representativeness, forward modeling, and processing errors including quality control. The error statistics may vary strongly with geographic location, latitude, season, and synoptic situation. Comparison of different observational techniques and models and how they improve over time requires estimating the errors of their respective datasets.

A powerful technique for simultaneously estimating random error statistics of three datasets, called the three-cornered hat (3CH) method, is the simplest case (N = 3) of the more general N-cornered hat method, which uses N datasets. This method was developed by Grubbs (1948) to estimate the errors of three different instruments. While widely used in the physics community, the 3CH method has not been used to estimate the errors of atmospheric datasets until recently (Anthes and Rieckh 2018; Rieckh and Anthes 2018).

A related method involving only two datasets, termed the two-cornered hat (2CH) method by Rieckh and Anthes (2018), was used by Braun et al. (2001) to estimate the random errors associated with ground-based global positioning system (GPS) receivers and water vapor radiometers. An important method similar to the 3CH method, known as triple collocation (TC), was developed independently of the 3CH method (Stoffelen 1998), and has been widely used to estimate the errors of ocean, land, and biological datasets. While superficially similar, the 2CH, 3CH, and TC methods actually contain differences in assumptions, and the origins and relationships among them have, to our knowledge, never been systematically analyzed. This is also true of the properties and limitations of the 3CH method.

In this paper, we carry out such an analysis for the 3CH method, beginning with a discussion of its history. We then show a brief derivation of the 3CH error variance equations, and compare these with commonly used metrics of error estimates using two datasets (apparent error and standard deviation of differences) and with the 2CH and TC methods. We follow this with a detailed exploration of the properties of the 3CH method. These include the factors that potentially limit the accuracy of the 3CH method: correlations of errors between two or more of the datasets, different magnitudes of random errors, outliers, biases, and sample size. We conclude with a discussion of how the definition of truth for each set of observations affects the interpretation of the 3CH results, extending the work of O’Carroll et al. (2008), and how the definition relates to representativeness errors between datasets with different vertical scales.

2. History of the 3CH method

We traced the history of the 3CH method back to Grubbs (1948), who discusses various methods of comparing two,
three, and N independent datasets. Grubbs assumes at the beginning that there is no correlation of errors in the datasets, and derives the equations for what we now call the 3CH and 2CH methods, although he does not use these terms. 

Barnes (1966) presented the three linearly independent equations relating the error variances of three atomic oscillators [his Eq. (18)] that are the basis for the 3CH equations, even though he did not use the term 3CH nor did he write down the 3CH equations that are derived from his Eq. (18). Levine (1999) in her review of time and frequency metrology mentions “the three-cornered hat” method and references Barnes (1966).

The next 3CH paper was that of Gray and Allan (1974), who apparently derived the 3CH equations independently of Grubbs (1948) and used it for estimating the random errors of three or more oscillators. Gray and Allan (1974) called the method the “triangulation method,” and assumed no correlation of errors among the oscillators being tested. They indicated that the error variance of one oscillator may be evaluated even if the errors associated with two other oscillators are larger. They also noted that if the errors of an oscillator were small enough, the 3CH equations could occasionally result in small negative numbers, which is physically impossible. Riley (2008) summarized the 3CH method for estimating the errors of three or more oscillators and states in a footnote: “the term ‘Three-cornered hat’ was coined by J. E. Gray of NIST.”

By the mid-1980s the 3CH method had become fairly widely used in the physics community. Greenhall (1987) called it “the classical 3-cornered hat” method and proposed a solution using a statistical model based on the method of maximum likelihood. Premoli and Tavella (1993) advanced “the popular three-cornered hat method” by addressing the issue of occasional negative error variance estimates by accounting for the possible correlation of errors in a statistical minimization technique. This generalization was further developed by Tavella and Premoli (1994) and Galindo et al. (2001). Ekstrom and Koppang (2006) state, “a common technique is to use phase or frequency measurements between three (or more) oscillators in a procedure commonly referred to in the timing community as a three- (or n-) cornered hat.” Griggs et al. (2014) used the 3CH method to estimate the stability of GNSS clocks, but used the Gray and Allan name for it, “triangulation method.” In a later paper, Griggs et al. (2015) used both terms. In both papers they say that the accuracy of the 3CH method is limited if one of the datasets has errors much larger than the other two.

Anthes and Rieckh (2018) and were the first to use the 3CH method for atmospheric datasets, comparing radiosonde and radio occultation (RO) soundings. ERA-Interim (Dee et al. 2011), and the National Centers for Environmental Prediction Global Forecast System model. Rieckh and Anthes (2018) compared the 3CH and 2CH method using simulated datasets for which the truth was known and concluded that the 2CH method was much more sensitive to random errors and sample size than the 3CH method. For this reason, our work here focuses on the properties of the 3CH method and the factors that limit its accuracy.

Stoffelen (1998) independently introduced a method for estimating the errors associated with three datasets, using one of the datasets to calibrate the other two. He called this method the “triple co-location” (TC) method, and used it to estimate the error variances of sea surface winds. His paper was followed by many other studies. For example, McColl et al. (2014) state:

TC has been used widely in oceanography to estimate errors in measurements of sea surface temperature (Gentemann 2014; O’Carroll et al. 2008), wind speed and stress (Portabella and Stoffelen 2009; Stoffelen 1998; Vogelzang et al. 2011), and wave height (Caires and Sterl 2003; Janssen et al. 2007). It has also been used in hydrology to estimate errors in measurements of precipitation (Roebeling et al. 2012), fraction of absorbed photosynthetically active radiation (D’Odorico et al. 2014), leaf area index (Fang et al. 2012), and, particularly, soil moisture (Anderson et al. 2012; Dorigo et al. 2010; Draper et al. 2013; Hain et al. 2011; Miranda et al. 2010; Parinussa et al. 2011; Scipal et al. 2008; Su et al. 2014). It has been applied in data assimilation (Crow and van den Berg 2010) and can also be used to optimally rescale two measurement systems to a third reference system (Stoffelen 1998; Yilmaz and Crow 2013).

The above studies use one of two different and identical forms of the TC equations, which Gruber et al. (2016) term the difference and covariance notations.

O’Carroll et al. (2008) used the 3CH equations without calibration or scaling of the datasets—probably deriving them independently of Gray and Allan (1974) and following papers—to estimate the errors between three types of sea surface temperature observations. This important paper clearly describes the 3CH method and its limitations, and discusses representativeness errors and the meaning of “truth.” However, it does not mention the 3CH method nor reference any of the papers using the 3CH method. Instead they use the term “three-way collocation” and reference Stoffelen (1998) and Blackmore et al. (2007). The Blackmore et al. (2007) reference is a Met Office technical report that used the 3CH method, referencing a 2006 draft of the O’Carroll et al. (2008) paper.

None of the TC papers that we could find in the geosciences literature uses the term 3CH, nor do they reference the earlier papers in the physics community that use the 3CH equations. And none of the 3CH papers published after the Stoffelen (1998) paper reference the TC method. In summary, the 3CH, 2CH, and TC methods were apparently developed independently and in parallel.

3. Summary of the 3CH method

a. The 3CH error variance equations

Consider the set of observations \( X \) comprised of data points at given locations and times. We can write this set of observations as

\[
X = T + \beta_X + e_X, \tag{1}
\]

where \( T \) is the set of true, unknown values in \( X \), or “truth”; \( \beta_X \) is the mean bias of \( X \) relative to \( T \); and \( e_X \) is the set of random errors associated with \( X \). The error variance of \( X \) is defined as

\[
\text{Var}_{\text{err}}[X] = E[(X - T - \beta_X)^2] = E[e_X^2], \tag{2}
\]
where $E[\cdot]$ denotes the sample mean. For three datasets $X$, $Y$, and $Z$ for which the form of Eq. (1) holds, it can be shown (appendix A) that the exact equations for the error variances are

\[
\text{Var}_{err}[X] = \frac{1}{2} \{E[(X - Y)^2] + E[(X - Z)^2] - E[(Y - Z)^2]\} - \frac{1}{2} (b_{XY}^2 + b_{XZ}^2 - b_{YZ}^2) + E[e_X e_Y] + E[e_X e_Z] - E[e_Y e_Z],
\]

\[\text{(3a)}\]

\[
\text{Var}_{err}[Y] = \frac{1}{2} \{E[(X - Y)^2] + E[(Y - Z)^2] - E[(X - Z)^2]\} - \frac{1}{2} (b_{XY}^2 + b_{YZ}^2 - b_{XZ}^2) + E[e_X e_Y] + E[e_Y e_Z] - E[e_X e_Z],
\]

\[\text{(3b)}\]

\[
\text{Var}_{err}[Z] = \frac{1}{2} \{E[(X - Z)^2] + E[(Y - Z)^2] - E[(X - Y)^2]\} - \frac{1}{2} (b_{XZ}^2 + b_{XY}^2 - b_{YZ}^2) + E[e_X e_Z] + E[e_Y e_Z] - E[e_Y e_Y],
\]

\[\text{(3c)}\]

where the $b$ terms here indicate mean biases between two datasets (e.g., $b_{XY} = E[X - Y] = \beta_X - \beta_Y$). Equations (3)—the 3CH error variance equations—are equivalent to Eq. (A8) in O’Carroll et al. (2008). The standard deviation (SD) of the errors is the square root of the error variance.

With three datasets, we can compute all the terms in Eqs. (3) except the error covariance terms, and so they are assumed to be zero. Under ideal conditions with error independence—i.e., all error covariances equal to zero—the above equations are exact despite the neglect of these terms. If two or more of the datasets have correlated errors, some of the neglected error covariance terms are nonzero and the estimated error variances will differ from the true error variances. Thus, as discussed below, correlation of errors is one of the factors that limit the accuracy of the 3CH method.

The derivation for the 3CH relations in Eqs. (3) generalizes to $N$ datasets (appendix A). That is, the 3CH is a special case of the $N$-cornered hat where $N = 3$. For more than three datasets ($N > 3$), there are $(N - 1)(N - 2)/2$ sets of unique 3CH error variance relations for each dataset, and therefore we can obtain $(N - 1)(N - 2)/2$ estimates of the error variance for each dataset (appendix A). If all error covariances are equal to zero, the different estimates of the error variances will be identical. With nonzero error covariances, the estimates will be different and the spread of the estimates is an indicator of the magnitude of the error correlations and thus the uncertainty of the estimates.

b. Relationship to other methods of estimating errors

Many studies estimate the errors of one dataset by comparing it with another dataset, usually one that is considered quite accurate or one in which we have an independent estimate of the error variance. Examples include carefully calibrated radiosondes, or model analysis, background, or reanalysis. Kuo et al. (2004) and Chen et al. (2011) estimate the apparent error of dataset $X$ as

\[
X_{AE} = X - Y,
\]

where $Y$ is a trusted dataset, e.g., a model analysis or short-term forecast. If $Y$ is a model’s background, the apparent error is the observation minus background or $O - B$ (Desroziers et al. 2005) that is used in NWP centers to monitor the quality of observations. For $X$ and $Y$ for which Eq. (1) holds, the variance of the apparent error is

\[
\text{Var}[X_{AE}] = E[(X - Y)^2] - b_{XY}^2 = \text{RMS}[X - Y]^2 - b_{XY}^2.
\]

(5)

Thus, the standard deviation of the differences will always be less than or equal to the root-mean-square (RMS) difference. Equation (5) is equivalent to

\[
\text{Var}[X_{AE}] = \text{Var}_{err}[X] + \text{Var}_{err}[Y] - 2E[e_X e_Y].
\]

(6)

We note from Eq. (6) that the variance of the apparent error for $X$ (or differences between $X$ and another dataset $Y$) will always be greater than the 3CH estimate of the $\text{Var}_{err}[X]$ if there is a negligible covariance of errors between $X$ and $Y$.

The 2CH also involves only two datasets. From Rieckh and Anthes (2018), the 2CH error variance of $X$ analogous to Eq. (3a) is

\[
\text{Var}_{err}[X] = E[X^2] - E[X Y] - \frac{1}{2} (b_{XY}^2 + E[X^2] - E[Y^2]) + E[e_X e_Y] - E[T(e_X - e_Y)].
\]

(7)

In applications of both the 3CH and 2CH methods, we must neglect the error covariance terms. For the 2CH relation in Eq. (7), the unknown mean of the product of truth $7$ and the difference of errors in the datasets must also be ignored. This makes an implicit assumption about the relationship between truth and the error terms $e$. This assumption that the mean of the product of truth and error terms is zero, termed error orthogonality, is not necessary for the 3CH method.

When these terms are neglected, and assuming no biases and equal means for each dataset, the estimated error variance equations for dataset $X$ from the 3CH and 2CH methods, Eqs. (3a) and (7), respectively, may be rearranged as

\[
3\text{CH: } \text{Var}_{err}[X]_{\text{est}} = E[X^2] - E[X Y] - E[Z(X - Y)],
\]

\[\text{(8a)}\]

\[
2\text{CH: } \text{Var}_{err}[X]_{\text{est}} = E[X^2] - E[Y Y].
\]

(8b)

Equations (8) are identical except for the extra term $E[Z(X - Y)]$ involving the third dataset $Z$ in the 3CH method. Including this term, and the impact of the neglected terms, makes a large difference in the results from the two methods, as shown by Rieckh and Anthes (2018):

- Random errors have a much larger effect on the 2CH method, and so the 2CH method is much more sensitive to sample size.
- If the between-dataset bias terms $b$ in both methods are neglected, as in Rieckh and Anthes (2018), the 2CH method is more sensitive to biases between the two datasets.
Unlike the above methods, the TC method uses three datasets, though it casts the error model given by Eq. (1) in the alternate form

\[ X = \alpha_X T + \beta_X + e_X . \]

Note that \( \alpha_X \neq 1 \) implies that dataset \( X \) contains multiplicative biases, i.e., it is uncalibrated. We further note that the TC method also assumes error orthogonality. In general, these differences from the 3CH error model and assumptions make the TC method distinct. Both methods require the assumption of error independence in application, however.

Considering the above error model, together with the TC method assumption of error orthogonality, it can be shown (appendix B) that the corresponding 3CH error variance equation for \( X \) with multiplicative biases is

\[
\text{Var}_{\text{err}}[X] = \frac{1}{2} \left\{ E[(X - Y)^2] + E[(X - Z)^2] - E[(Y - Z)^2] \right\} - \frac{1}{2} (b_{XY}^2 + b_{XZ}^2 - b_{YZ}^2) + E[e_X e_Y] + E[e_X e_Z] - E[e_Y e_Z] - \alpha_X (\alpha_Y - \alpha_Z + \frac{\alpha_Y \alpha_Z}{\alpha_X}) E[T^2],
\]

where \( T' = T - E[T] \) is the anomaly of truth from its mean.

The above multiplicative bias form of the 3CH contains a term that includes both the unknown parameters \( \alpha \) and unknown variance of truth. Through rescaling by one of the datasets, the TC method mitigates the effect of these terms (e.g., Gruber et al. 2016). For three datasets that are similarly (un)calibrated to each other and for which the \( \alpha \) terms are approximately equal to one, the effect of the multiplicative bias terms will be negligible. An example of this is given in Table 6 of Vogelzang et al. (2011), who show that the ratios of \( \alpha \) terms in a particular set of scatterometer, model, and buoy data are all close to one. Under such conditions, the last term in the above error variance relation is approximately zero and we recapture the form of the 3CH relation for \( X \) with no multiplicative biases as given in Eq. (3a).

In general, however, uncalibrated data may not have similar values of \( \alpha \), and the TC and 3CH methods will be distinct. A review of the literature indicates that the multiplicative bias coefficients are most variable for soil moisture datasets [e.g., Loew and Schlenz (2011), in which the \( \alpha \) terms range from 0.24 to 0.95]. In such cases the 3CH method error estimates may have large errors and the TC method should be used instead.

In sensitivity studies comparing the 3CH and TC methods using synthetic datasets with various values of \( \alpha \), we find that the multiplicative biases have small effects on the 3CH methods when \( \alpha \) varies between 0.95 and 1.05. For larger \( \alpha \), we find greater differences and the TC method gives superior results. We also compared the 3CH and TC methods for three atmospheric sets: Constellation Observing System for Meteorology, Ionosphere and Climate (COSMIC) radio occultation, European Centre for Medium-Range Weather Forecasts reanalysis fifth generation (ERA5), and Modern-Era Retrospective Analysis for Research and Applications, second generation (MERRA-2). We found that the 3CH and TC results were almost identical, indicating that the effect of multiplicative biases in these atmospheric datasets were negligible.

In addition to the particular case above, a similarity between the methods is shown in appendix A of Gruber et al. (2016). After rescaling, the TC error model takes the form of the 3CH error model, though with a constant factor on truth for all three datasets [their Eq. (A.5)]. The final step of the TC method, then, is to calculate error variance in the same way as the 3CH method. Note that this does not imply equivalence because the TC method requires rescaling that itself requires the assumptions of error orthogonality and error independence.

To summarize, the three methods are distinct: 2CH uses only two datasets while the 3CH and TC methods use three datasets in their error estimation. The TC method requires the assumption of error orthogonality, but can handle uncalibrated data. The 3CH method requires the assumption that data are not wildly uncalibrated, but does not require the assumption of error orthogonality.

### 4. Factors that limit the accuracy of the 3CH method

There are a number of factors that potentially limit the accuracy of the 3CH method, and therefore the reliability of the error variance and standard deviation estimates:

(i) sample size,
(ii) outliers in one or more of the datasets,
(iii) magnitude of the random errors in the datasets and a different magnitude of errors in one of the datasets compared to the other two,
(iv) biases from truth in the datasets, and
(v) unknown error correlations.

The five factors above are not independent. For example, the sensitivity to sample size may depend on the other factors, such as the magnitude of the random errors. In the derivation of the 3CH method, many terms (e.g., the product of means and random errors) drop out for an infinite sample size. But for a finite sample size, these neglected terms will not be exactly zero. For finite sample sizes, small error correlations may arise by chance, even if the three datasets are completely independent.

We additionally note that all of the five factors that may affect the accuracy and interpretation of the 3CH method also may affect the accuracy and interpretation of the 2CH method and other methods of comparing two or more datasets as discussed in section 3b. Indeed, similar sensitivity analyses have been performed for the TC method (e.g., Vogelzang and Stoffelen 2012; Zwieback et al. 2012; Yilmaz and Crow 2013).

To independently demonstrate the relative impact of each of these factors, we simulate three datasets with different random errors or biases that we specify.

We begin by choosing an arbitrary, but realistic atmospheric dataset of profiles as truth, to which errors are added to create three different datasets. For this truth dataset, we used profiles from the ERA-Interim dataset from a region bounded by 10°S–10°N latitude and 40°–50°E longitude for the month of January 2007. Using 6-hourly data, this gives us 52 080 profiles. The data are given on 37 pressure levels (Berrisford et al. 2011; Table 2).
The vertical grid spacing is 25 hPa from 1000 to 750 hPa and from 225 to 100 hPa, 50 hPa from 700 to 250 hPa, and varying spacing above 100 hPa.

All data are normalized using the sample average of truth for refractivity, specific humidity, and temperature. The means and ±1 standard deviation of the profiles are shown in Fig. 1. We emphasize results for specific humidity because of its large variability in the atmosphere and the large variation in errors expected using different observing systems and models (Dee and da Silva 2003; Schröder et al. 2018). We include refractivity because it is a widely used observable from RO and easily computed from NWP models according to Smith and Weintraub (1953):

$$N = 77.6 \frac{p}{T} + 3.73 \times 10^6 \frac{e}{T^2},$$

where $p$ is pressure (hPa), $T$ here is temperature (K), and $e$ is water vapor pressure (hPa).

Random errors are normally distributed around truth with a standard deviation given by the respective error model. The model error standard deviations (SDerr) are given as follows:

- Refractivity: Specified with pressure by an empirical percentage of the mean true profile $N$ value based on the general shape of previous estimates of RO error profiles (e.g., Kuo et al. 2004).
- Specific humidity: Increase with decreasing pressure as a percentage of the mean true profile $q$ value according to $SD_{err} = [0.021(1000 - p) + 5]q$, where $p$ is the pressure in hPa.
- Temperature: Constant with pressure at 0.6 K.

FIG. 1. Mean (black profile) and ±1 standard deviation (shading) of the 52,080 truth profiles for (left) refractivity (N-units), (center) specific humidity (g kg$^{-1}$), and (right) temperature (K).

FIG. 2. Exact error standard deviations (top) in physical units and (bottom) in normalized units specified in the error models for (left) refractivity, (center) specific humidity, and (right) temperature.
The error model standard deviation values, in physical and normalized units for refractivity, specific humidity, and temperature are shown in Fig. 2.

The actual random error for each point in each dataset is computed as

\[ R_i = A_i \times \text{SD}_{\text{err}} \times \text{RAND}, \]  

(10)

where \( A_i \) is a factor that controls the overall magnitude (default \( A_i = 1 \)) and RAND is a random number from a normal distribution with a mean of zero and a standard deviation of one.

The \( i \)th dataset here refers to one of \( X, Y, \) or \( Z \).

We may correlate any two of the datasets \( i \) and \( j \) by expressing the error of dataset \( i \) as a linear combination of \( R_i \) and \( R_j \):

\[ e_i = \frac{\sum a_{ij} R_j}{\sum a_{ii} R_i}. \]  

(11)

In the case of three datasets \( X, Y, \) and \( Z \), Eq. (11) can be expanded as

\[ e_X = \frac{[R_X + a_{XY} R_Y + a_{XZ} R_Z]}{[1 + a_{XY} + a_{XZ}]}, \]  

(12a)

\[ e_Y = \frac{[a_{YX} R_X + R_Y + a_{YZ} R_Z]}{[a_{YX} + 1 + a_{YZ}]}, \]  

(12b)

\[ e_Z = \frac{[a_{ZX} R_X + a_{ZY} R_Y + R_Z]}{[a_{ZX} + a_{ZY} + 1]}. \]  

(12c)

FIG. 3. (left) Exact (solid) and 3CH estimated (dashed) normalized specific humidity error standard deviation (%) for the control experiment with three synthetic datasets. (right) Vertical profiles of normalized error covariance terms (\( \%^2 \)) from this experiment. Error correlations between the datasets are zero. The nonzero values, which are neglected in the 3CH method, arise purely from chance in a sample of finite size and increase in magnitude with decreasing pressure according to our error model.

FIG. 4. (left) Exact (solid) and 3CH estimated (dashed) normalized refractivity error standard deviation (%) for the control experiment with three synthetic datasets. (right) Vertical profiles of normalized error covariance terms (\( \%^2 \)) from this experiment. Error correlations between the datasets are zero. The nonzero values, which are neglected in the 3CH method, arise purely from chance in a sample of finite size and decrease in magnitude with decreasing pressure according to our error model.
With our error models, there is no simple relationship between the correlation coefficient $r_{ij}$ for the errors of the $i$th and $j$th datasets the way there was in the simple error model of Rieckh and Anthes (2018). Also, note that $a_{ij} = 0$ does not imply necessarily that there is zero correlation between the errors of datasets $i$ and $j$. For example, $a_{ij}$ could be zero but $a_{ji}$ could be nonzero. Or a correlation between $e_i$ and $e_j$ could occur through their mutual correlation with a third dataset. Thus, the error correlations of the simulated datasets must be computed from the datasets themselves after the $a_{ij}$ are specified.

For the control experiment, we select a random sample of 5000 profiles and then assign random, uncorrelated errors with $A_i = 1$ in Eq. (10) and $a_{ij} = 0$ for $i \neq j$ in Eq. (11). Figures 3 and 4 show the vertical profiles of the exact and estimated error variances for specific humidity and refractivity, respectively. Correlations of the errors among the three datasets are nonzero only because of the finite sample size. The error covariances are therefore nonzero, and the estimated error variances (dashed profiles) depart slightly from the exact error variances (solid profiles). This departure is larger at lower pressures for specific humidity (Fig. 3) since our error model specifies that the magnitudes of the random errors of specific humidity increase with decreasing pressure. For refractivity (Fig. 4), the specified errors decrease with decreasing pressure and thus so do the error covariances.

a. Effect of sample size

For smaller sample sizes, the correlation of errors that arise by chance become larger and so the departures of the estimated error variances from the exact values become larger. Figure 5 shows the results from an experiment identical to the control except the randomly selected sample size is reduced to 500. The larger error covariance terms create larger inaccuracies in the estimated error standard deviations. Increasing the randomly selected sample size to 50 000 meanwhile reduces the magnitude of these spurious covariance terms (not shown).

In general, we conclude that for errors typical of specific humidity, the sample size should be at least 500 for meaningful results and preferably over 5000. Of course, this number varies with datasets, but indicates that care should be taken when the sample size is 500 or less. The sensitivity of the error estimates to sample size can be tested by reducing the full sample to a smaller number, say 50%, of the total number of triplets available.

b. Effect of outliers

To test the effect of outliers in one dataset on all error variance estimates, we repeated the control except we increased...
the error standard deviations for the 10 largest error values of dataset \( X \) by a factor of 20 at the 225 hPa level. The results with these 10 outliers are shown in Fig. 6. The 3CH method accurately reveals this increase for \( X \) for both the estimate and exact error standard deviations—the solid and dashed blue profiles are indistinguishable in Fig. 6—while the estimates for \( Y \) and \( Z \) are not affected.

c. Effect of magnitudes of random errors and different orders of magnitude

We expect the accuracy of the 3CH method to decrease as the magnitude of the random errors increases, because the small correlation of errors in finite datasets results in increasing error covariance terms as the magnitude of errors increase. We find that for a modest increase in the magnitude of the random errors for one of the datasets—e.g., from the Control (\( A = 1 \); Fig. 3) to errors doubled (\( A = 2 \); top panels of Fig. 7)—the 3CH estimates are nearly as accurate for all datasets. However, in line with earlier studies (e.g., Griggs et al. 2014, 2015), when the errors of one dataset are one or more orders of magnitude larger than the others, the estimated error profiles become noticeably noisier (bottom panels of Fig. 7). As sample size increases, the spurious error correlations decrease and the 3CH estimates become more accurate (not shown). These experiments indicate that modest (e.g., factors of 2 to 3) differences in magnitude of random errors do not significantly affect the 3CH results with finite sampling.

d. Effect of biases among the datasets

To confirm that biases among the datasets do not affect the 3CH error variance estimates, we carried out several experiments in which mean biases \( b \) of up to 20% were added to various combinations of the datasets. We obtained exactly the same error variance estimates for all combinations of biases we studied.

We then looked at the effect of various combinations of biases among the datasets if the bias terms \( b \) in Eqs. (3) were neglected in the error variance estimates (as in Anthes and Rieckh 2018). According to Eqs. (3), omission of a bias term \( b \) will result in an error of order \( b^2 \). With biases among two of the datasets, there may be partial cancellation of the bias terms. The results from not accounting for a 1% bias added to dataset...
terms for $Z$ because the bias terms cancel in Eqs. (3a) and (3b). The bias terms for $Z$ in Eq. (3c) equal $-b^2$ and their omission results in an overestimate of the error variance by $b^2$ (an overestimate of the error standard deviation by $b$).

e. Effect of unknown error correlations

As has been recognized since the first papers on the 3CH method, the effect of unknown error correlations among two or more of the datasets is potentially the most serious drawback to the 3CH method. This is true in part because even small correlations can have a noticeable effect (e.g., Fig. 7) and because it is difficult to determine the degree of correlation independent of the 3CH method. Rieckh and Anthes (2018) investigated the effect of error correlations between two of the datasets, and showed that neglect of error covariances between two of the datasets resulted in underestimates of the errors of the two correlated datasets and overestimates of the errors of the third dataset. For a correlation coefficient of 0.2, the ratio of the estimated to true error standard deviations was approximately 0.9 for the two correlated datasets and about 1.1 for the uncorrelated dataset (Rieckh and Anthes 2018, their Fig. 4b).

Figure 9 shows the results of adding a 0.1, 0.2, or 0.4 correlation between errors in $Y$ and $Z$. As discussed above, the estimated error standard deviations of the two correlated datasets $Y$ and $Z$ become too small and the estimates of $X$ become too large as the correlation increases.

If the errors of one dataset are correlated with the errors of both of the other datasets, the effects of the error correlations become more complicated: all error covariance terms in Eqs. (3)—both positive and negative—are nonzero. With real datasets, some of the error covariances will thus tend to add while others will tend to cancel. An example is shown in Fig. 10 in which the errors of $Z$ are correlated with those of both $X$ and $Y$ at $r = 0.1$ (top), and with the errors of $X$ at $r = 0.1$ and $Y$ at $r = 0.2$ (bottom row). In the first case (top row), the nonzero error covariance terms between $X$ and $Z$ and those between $Y$ and $Z$ cancel in the estimates of error standard deviations for $X$ and $Y$, and are nonzero and additive in the estimate of the error standard deviation of $Z$. In the second case (bottom row), only partial cancellation occurs and all error estimates are affected.

Gray and Allan (1974) noted that error correlations among the three datasets may lead to physically impossible negative error variance estimates. We simulated the conditions that lead to negative error variances. A negative estimated error variance is favored when the sum of the neglected error covariance terms for a dataset is positive and larger in magnitude than its actual error variance. This may occur from real error correlations in the datasets or correlations that occur by chance due to the finite data size, and from datasets with different magnitudes of errors. An example is shown in Fig. 11, where the errors of $Y$ and $Z$ are highly correlated and the error variance of $Z$ is greater than that of both $X$ and $Y$. The neglected error covariance terms in each of Eqs. (3) is $E[\epsilon_x\epsilon_z]$, causing an overestimate in the estimate of $X$ and underestimates of $Y$ and $Z$, all by the same magnitude. Without the different magnitudes of errors between datasets, the error variance of $X$ remains positive (not shown).

In summary, error correlations of as low as 0.1 can have a noticeable effect on the estimated error standard deviations compared to the true error SD, but the errors in the estimated error SD will be less than 10%. With higher error correlations, say 0.4, the estimated error standard deviations can be up to 40% under or overestimated. For datasets that have modestly different error variance magnitudes and nonzero error correlations, these under and overestimations can result in negative estimates of error variance.

5. Truth and representativeness errors

In this section we discuss the relationship of the dataset of true values—truth—to differences in representativeness between datasets in the 3CH method, expanding upon the discussion of O’Carroll et al. (2008). The equations for error
variances of three datasets $X$, $Y$, and $Z$ given in Eqs. (3) are complete and exact no matter what truth is assumed, so long as it is the same for each dataset. Application of the 3CH method requires us to assume that the error covariance terms are zero or at least negligible compared to the mean square differences and bias terms. As O’Carroll et al. (2008) point out, the validity of this approximation depends on the definition of truth through the error covariance terms. Changing the definition of truth does not change the error variance estimates, but it does change both the unknown error covariance terms and the exact error variances with respect to the defined truth.

One way in which truth may differ between the datasets is in the case of representativeness differences between them. Consider temperature for example. Some in situ observations...
such as radiosondes represent the temperature of a very small volume of the atmosphere—essentially a point—at a specific time. Other datasets such as infrared or microwave measurements from satellites represent a volume average or footprint over several kilometers in the horizontal and perhaps a kilometer in the vertical. The temperature obtained from NWP models or reanalyses provide the temperature averaged over the horizontal and vertical volume of a model cell. Since each system represents a different truth, a comparison of even error-free datasets that represent different scales will show differences that are sometimes called representativeness errors.

a. Vertical representativeness errors in the 3CH method

To see the effect of vertical representativeness errors in the 3CH method, consider three error-free datasets: one high-resolution dataset $Z$, and two datasets $X$ and $Y$ with the same lower resolution. The lower-resolution datasets are vertical averages of $Z$, and are “error-free” in the sense that they represent exact vertical averages of the high-resolution dataset. Note that this implies that $X = Y$. Since the bias terms in Eqs. (3) are all zero here and we neglect the error covariance terms, the 3CH estimated error variances for these datasets are zero for $X$ and $Y$, and $E[(X - Z)^2]$ [or equivalently $E[(Y - Z)^2]$] for $Z$.

Here, the differences in representation between the datasets will manifest in the 3CH method as a nonzero error variance estimate for $Z$. What we assume as truth $T$ determines the values of the exact error variances and covariances, which we calculate by assuming either of the two low-resolution datasets are identically equal to truth or the high-resolution dataset is.

1) FIRST CASE: $X = Y = T; Z \neq T$

In the first case, we assume truth $T$ is equal to the low-resolution datasets $X$ and $Y$. Differences between $Z$ and $T$ are representativeness errors, denoted by $e_Z$:

$$X = T,$$  \hspace{1cm} (13a)

$$Y = T,$$  \hspace{1cm} (13b)

$$Z = T + e_Z.$$  \hspace{1cm} (13c)

The error variances of $X$ and $Y$ are zero by definition, and it is straightforward to calculate the error variance of $Z$ as
FIG. 11. Creating negative error variance estimates. (left) Exact (solid) and 3CH estimated (dashed) normalized temperature error variance (%²). (right) Vertical profiles of normalized error covariance terms (%²) from this experiment. Errors in $X$ are uncorrelated with errors in $Y$ and $Z$. Errors in $Y$ and $Z$ are correlated, and errors in $Z$ are twice the magnitude of those in $X$ and $Y$. Thus, $E[e_X e_Z]$ is positive and large (see right panel), and the neglect of this term in Eqs. (3) results in an overestimate of the error variance estimate (see left panel) for $X$ (dashed blue) and an underestimate for $Y$ and $Z$ (dashed red and dashed yellow, respectively). For $Y$, the neglect of $E[e_Y e_Z]$ results in a negative estimate of the error variance.

$$
$$

(14)

With the assumed truth equal to $X$ and $Y$, these are the exact error variances and equal to the 3CH estimates above.

2) SECOND CASE: $Z = T; X = Y \neq T$

For the second case, we assume truth is equal to the high-resolution dataset $Z$. Differences between $Z$ and both $X$ and $Y$ are representativeness errors $e_X$ and $e_Y$, respectively, with $e_X = e_Y$:

$$
X = T + e_X,
$$

(15a)

$$
Y = T + e_Y,
$$

(15b)

$$
Z = T,
$$

(15c)

from which it is straightforward to calculate

$$
\text{Var}_{err}[X] = E[(X - Z)^2],
$$

(16a)

$$
\text{Var}_{err}[Y] = E[(Y - Z)^2].
$$

(16b)

Thus, the estimated error variances differ from the true error variances by $E[(X - Z)^2]$ (or equivalently, $E[(Y - Z)^2]$) in the estimates for $X$ and $Y$, and by $-E[(X - Z)^2]$ in the estimate for $Z$.

The above two cases also hold if $X$ and $Y$ are identical high-resolution datasets and $Z$ is the low-resolution dataset. So long as two of the three datasets have the same resolution—either higher or lower than that of the third—the estimates produced by the 3CH method associate truth with the two datasets that have the same scale of representativeness. It all depends on what we define as truth, in agreement with O’Carroll et al. (2008).

We note that in both cases, because $X = Y$, we could simply compute the error variance of the datasets directly, i.e., the 3CH method is not needed. The point here is to show how the 3CH method behaves in simple situations and how the assumption of truth affects the accuracy of the 3CH method estimates by changing the error covariances.

b. Vertical representativeness errors of radio occultation observations

We illustrate how representativeness errors manifest in the 3CH method as discussed in general in the previous section by considering a set of observed RO profiles on a high-resolution (100 m) grid and assuming they are truth. This set consists of all RO profiles between 1 and 7 January 2008, including those from the COSMIC, the Challenging Minisatellite Payload for Geophysical Research and Application (CHAMP), and the Meteorological Operational Satellite-A (MetOp-A). There are approximately 10,000 profiles in this initial set. We reduce this set by only taking those profiles that penetrate to 1 km and by only analyzing data from 1 km and above. We are then left with 5994 profiles at all levels.

We classify this unaltered dataset as $Z$, and construct both datasets $X$ and $Y$ at one of two lower resolutions by averaging the RO profiles over vertical layers of 500 or 1300 m. All datasets may now be considered perfect on the scale that they represent, and differences are due only to representation. We evaluate the 3CH method at the midpoint of the layers so that no interpolation is necessary.

In our first experiment, $X$ and $Y$ are constructed as 1300 m layer averages of $Z$. This layer is considerably thicker than in typical model datasets, which are typically 200–300 m in the lower troposphere, but we chose this scale to illustrate the impact of vertical representativeness errors in an extreme case. The 3CH estimated error variance profile for $Z$ (the unaltered dataset) is shown by the dashed yellow profile in the left panel of Fig. 12. The maximum errors due to representativeness differences occur in the lower troposphere below 6 km where the small-scale variability of RO is greatest, and near the tropopause (16–21 km) where the high-resolution dataset resolves the sharper tropopause relative to the lower-resolution datasets. For these different scales,
the representativeness errors of RO could be an appreciable fraction of the estimated error variances, which typically range between 1%² and 10%² in the tropics (Anthes and Rieckh 2018). The estimated error variances for the 1300 m averaged datasets (X and Y with X = Y) are zero, as discussed in the previous section.

Because the vertical resolution of the above coarse datasets is much larger than most model datasets, we repeat this experiment, but with a coarse grid calculated as 500 m layer averages. As expected, the representativeness errors are reduced from a maximum of about 0.9%² to about 0.1%² (right panel of Fig. 12). The latter constitute a small fraction of the total error variance using RO and model data.

The assignment of representativeness errors in the 3CH method becomes more complicated if all three datasets have different vertical resolutions (Fig. 13). In this case, the 3CH method estimates nonzero error variances for all three datasets, and the estimates for one of the datasets become negative. As discussed in section 4e, true error variances must always remain positive, but negative error variance estimates can occur when one of the datasets (blue profile in this case) has a smaller actual error variance than another dataset to which its errors are strongly correlated. Figure 14 compares the true error variances and covariances when truth is assumed to be either the low-resolution (1300 m) dataset or the high-resolution (100 m) dataset. Irrespective of the assumed truth, the exact error variance for the 1100 m dataset (blue profiles in the left panels of Fig. 14) is less than the sum of the neglected error covariance terms (right panels of Fig. 14).

Vertical smoothing or filtering of the high-resolution dataset(s) so that structures with scales below those of the coarse resolution dataset(s) are decreased reduces representativeness errors (Kitchen 1989; Kuo et al. 2004; Lohmann 2007). We illustrate this by filtering the high-resolution dataset in our first experiment using a second-order filter (Savitzky and Golay 1964) with a vertical window of 2500 m—roughly double the low resolution here. With filtering, the estimated error variance is reduced to under 0.1%² everywhere (cf. the dashed and dot–dashed yellow profiles in the left panel of Fig. 12). Thus proper filtering can be an effective way of reducing representativeness errors to magnitudes that are negligible compared to the estimated error variances.

6. Summary and conclusions

This paper reviews the three-cornered hat (3CH) method for estimating the error variances of three datasets. The 3CH method
is a special case of the more general N-cornered hat method, which uses N datasets. We show that there is a long scientific heritage of the method outside of the geophysical literature. A closely related method, called the triple collocation method, was developed independently and has been widely used to estimate the errors of three geophysical datasets. We have summarized these methods and their similarities and differences.

We generate synthetic datasets to analyze the factors that limit the accuracy of the 3CH method in real-world applications. These factors include sample size, outliers, different magnitudes of errors between the datasets, biases, and unknown error correlations. We find that biases and outliers are correctly accounted for by the method. Care should be taken to quality control data prior to applying the 3CH method, but the method will not find inaccurate error variance estimates for the input data due to biases or outliers.

For the assumed error models, we find that finite sampling leads to small nonzero error covariances that occur by chance. These finite sample size inaccuracies are exacerbated when the magnitudes of error variance between the datasets is one or more orders of magnitude different. However, large sample sizes reduce these inaccuracies.

Error correlations between datasets represent a limitation of the method. Yet, we show that even for a relatively large error correlation of 0.2 between two datasets, the 3CH error variance estimates correctly represent the magnitude of the errors. Under the conditions of relatively small errors in one dataset and/or large error correlations between datasets, the 3CH error variance estimate may be negative. This is unphysical, and can thus be an effective identifier for triplets of datasets for which the 3CH method should not be used.

An additional condition under which the 3CH method may be inaccurate is when it is applied to datasets that have different representation. We show that even for three datasets that are error-free on three different vertical scales, the 3CH error variance estimates will not be zero on account of neglected error covariance terms. The effect of representativeness differences on error variance estimates may be reduced by applying appropriate scale filtering to the highest resolution dataset prior to use in the 3CH equations.
Under the conditions of three datasets with relatively large sampling (e.g., greater than 5000 points), similar scales of representation, similar magnitudes of error between them, and small error correlations among the data, we find that the 3CH method is an effective tool for accurately estimating the random error variances of all three datasets. These conditions are not overly restrictive and can allow for a wide range of applications of the method to understanding errors in geophysical data.
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APPENDIX A

Three- and N-Cornered Hat Derivations

Consider the set of datasets \( \mathcal{X} = \{X_1, X_2, X_3, \ldots, X_N\} \), where

\[
\begin{align*}
X_1 &= T + \beta_{X1} + e_{X1}, \\
X_2 &= T + \beta_{X2} + e_{X2}, \\
X_3 &= T + \beta_{X3} + e_{X3}, \\
&\vdots \\
X_N &= T + \beta_{XN} + e_{XN}.
\end{align*}
\]

with \( T \) the set of unknown true values, or “truth;” \( \beta \) terms the mean bias terms relative to \( T \); and \( e \) terms the the sets of random variations, or errors, relative to \( T \). Taking the first three elements of \( \mathcal{X} \), the unique variance of differences are

\[
\begin{align*}
\text{Var}[X_1 - X_2] &= \text{Var}[e_{X1}] + \text{Var}[e_{X2}] - 2E[e_{X1}e_{X2}], \\
\text{Var}[X_1 - X_3] &= \text{Var}[e_{X1}] + \text{Var}[e_{X3}] - 2E[e_{X1}e_{X3}], \\
\text{Var}[X_2 - X_3] &= \text{Var}[e_{X2}] + \text{Var}[e_{X3}] - 2E[e_{X2}e_{X3}],
\end{align*}
\]

(A2)

where \( E[\cdot] \) is the sample mean. With respect to the error variance terms \( \text{Var}[e] \), there are three equations and three unknowns that may be solved as, e.g.,

\[
\begin{align*}
\text{Var}[e_{X1}] &= \frac{1}{3} (\text{Var}[X_1 - X_2] + \text{Var}[X_1 - X_3] - \text{Var}[X_2 - X_3]) \\
&\quad + E[e_{X1}e_{X2}] + E[e_{X1}e_{X3}] - E[e_{X2}e_{X3}],
\end{align*}
\]

(A3)

which are the 3CH error variance relations. In the text, we define error variance as, e.g., \( \text{Var}_{err}[X_1] = \text{Var}[e_{X1}] \). As well, note that we may split the variance of difference terms into their mean square difference and difference of bias forms as given in the text, e.g.,

\[
\begin{align*}
\text{Var}[X_1 - X_2] &= E[(X_1 - X_2)^2] - E[X_1 - X_2]^2 \\
&= E[(X_1 - X_2)^2] - b_{X_1X_2}^2.
\end{align*}
\]

(A4)

Taking the first four elements of \( \mathcal{X} \), there are four equations and four unknown error variance terms. This holds for all \( N \) members of \( \mathcal{X} \), and by induction, one may uniquely solve for any \( N \) error variance terms as

\[
\begin{align*}
\text{Var}[e_{Xj}] &= \frac{1}{N-1} \sum_{i=1}^{N} (1 - \delta_{ij}) \text{Var}[X_i - X_j] \\
&\quad - \frac{1}{(N-1)(N-2)} \sum_{i=1}^{N} \sum_{k=1}^{N} (1 - \delta_{ij})(1 - \delta_{ik}) \text{Var}[X_k - X_k],
\end{align*}
\]

(A5)

where \( \delta \) is the Kronecker delta: \( \delta_{ij} = 1 \) for \( i = j \) and 0 otherwise. These are the so-called \( N \)-cornered hat error variance relations, of which the 3CH (\( N = 3 \)) is the simplest case.

Note that a consequence of this induction is that Eq. (A5) is equal to the mean of all unique, lower-order error variance relations. For example, for dataset \( X_1 \), with \( N = 4 \) and no error covariance, Eq. (A5) expands to

\[
\begin{align*}
\text{Var}[e_{X1}] &= \frac{1}{3} (\text{Var}[X_1 - X_2] + \text{Var}[X_1 - X_3] + \text{Var}[X_1 - X_4]) \\
&\quad - \frac{1}{6} (\text{Var}[X_2 - X_3] + \text{Var}[X_2 - X_4] + \text{Var}[X_3 - X_4]).
\end{align*}
\]

(A6)
The set of unique 3CH relations for this example are

\[
\begin{align*}
\text{Var}[e_{X1}] &= \frac{1}{2} (\text{Var}[X1 - X2] + \text{Var}[X1 - X3] - \text{Var}[X2 - X3]), \\
\text{Var}[e_{X2}] &= \frac{1}{2} (\text{Var}[X1 - X2] + \text{Var}[X1 - X4] - \text{Var}[X2 - X4]), \\
\text{Var}[e_{X3}] &= \frac{1}{2} (\text{Var}[X1 - X3] + \text{Var}[X1 - X4] - \text{Var}[X3 - X4]), \\
\end{align*}
\]

(A7)

the mean of which is equivalent to Eq. (A6). This holds for all N and all lower orders down to three, i.e., the 3CH. For any N datasets, there are \((N - 1)\) variance of difference relations that contain a given \(\text{Var}[e]\). The total number of unique 3CH relations for a given dataset are therefore given by \(\binom{N}{2}\) or \((N - 1)(N - 2)/2\).

**APPENDIX B**

**Three-Cornered Hat with Multiplicative Biases**

As in appendix A, consider the set of datasets \(\mathcal{X} = \{X1, X2, X3, \ldots, XN\}\), where now

\[
\begin{align*}
X1 &= \alpha_{X1} T + \beta_{X1} + e_{X1}, \\
X2 &= \alpha_{X2} T + \beta_{X2} + e_{X2}, \\
X3 &= \alpha_{X3} T + \beta_{X3} + e_{X3}, \\
&\vdots \\
XN &= \alpha_{XN} T + \beta_{XN} + e_{XN}.
\end{align*}
\]

(B1)

Here, \(\alpha\) represent multiplicative bias terms for which \(\alpha \neq 1\) implies that a given dataset is not calibrated. Following the derivation of appendix A, we may derive the following 3CH error variance equation for dataset X1:

\[
\text{Var}[e_{X1}] = \frac{1}{2} (\text{Var}[X1 - X2] + \text{Var}[X1 - X3] - \text{Var}[X2 - X3]) + E[e_{X1} e_{X2}] + E[e_{X1} e_{X3}] - E[e_{X2} e_{X3}]
\]

\[
- \alpha_{X1} \left( \alpha_{X1} - \alpha_{X2} - \alpha_{X3} + \frac{\alpha_{X2} \alpha_{X3}}{\alpha_{X1}} \right) E[T^2]
\]

\[
- (\alpha_{X1} - \alpha_{X2}) E[T^2 (e_{X1} - e_{X2})] - (\alpha_{X1} - \alpha_{X3}) E[T^2 (e_{X1} - e_{X3})]
\]

\[
+ (\alpha_{X2} - \alpha_{X3}) E[T^2 (e_{X2} - e_{X3})],
\]

(B2)

where \(T = T - E[T]\) is the anomaly of truth \(T\) from its mean.
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